
Environment

Demonstrations

Program

DEF run() m(
WHILE c( markerPresent c) w(

WHILE c( markerPresent c) w(
pickMarker
move w)

turnRight
move 
turnLeft
WHILE c( markerPresent c) w(

pickMarker
move w)

turnLeft
move 
turnRight w) m)

Execute

Reward
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Learning to Synthesize Programs  
as Interpretable and Generalizable 

Reinforcement Learning Policies



Tesla

Boston

Dynamics

Google

Robotics

EPFL

BioRob

Why Aren’t Robots in Our Everyday Lives?



Environment

Unstructured

Structured

Object

Unseen

Known

Task

Diverse and Novel

Pre-defined / Pre-programmed



Machine 

Learning

Robotics
Robot

Learning



Supervised Learning



OutputInput

Supervised Learning



Image

“Cat”

Class

Supervised Learning



France is never cold 
in September

English sentence

la france est jamais 
froid en septembre

French sentence

Supervised Learning



This is a supervised 
learning method

Waveform Text

Supervised Learning



OutputInput

• The model has no control over the dataset it learns from

• Ground truth output can be specified given input

Supervised Learning



move

Robot Learning via Supervised Learning

move

turnLeft

turnRight

ActionState

OutputInput

• The model affects the data it learns from 

• Difficult to specify desired output (action) for every input (state)



Robot Learning via Deep Reinforcement Learning

Goal: maximize 
t=H

∑
t=0

γtRt(st, at)

Environment

Agent / Policy

turnLeft

turnRight

move

rt+1

st+1

Observation

ot

Reward

rt

0.2 move

st



Generalization

Simple task

Complex task

Interpretability

Deep neural network policy

?

Trust, Safety, and Contestability

Robot Learning via Deep Reinforcement Learning -  Issues



Program as Reinforcement Learning Policies

Execute

Environment

Demonstrations

Program

DEF run() m(
WHILE c( markerPresent c) w(

WHILE c( markerPresent c) w(
pickMarker
move w)

turnRight
move 
turnLeft
WHILE c( markerPresent c) w(

pickMarker
move w)

turnLeft
move 
turnRight w) m)

Reward

Program


• Described with formal languages


• Human interpretable and machine executable


• Structured for generalization 



Neural Program Synthesis from Diverse Demonstration Videos

ICML 2018

Demonstrations

Synthesize

Program Policy

Execute

Execution

DEF run()

IF frontIsClear

move

ELSE

turnLeft

move

turnLeft

REPEAT(2)

turnRight

putMarker

Hyeonwoo Noh* Sriram Somasundaram Joseph J. LimShao-Hua Sun*



Imitation Learning via Synthesizing Programs

Demonstrations Execution
Inference

Execute

Imitate

Neural Network

Policy

Synthesize

Program Policy
DEF run()

IF frontIsClear

move

ELSE

turnLeft

move

turnLeft

REPEAT(2)

turnRight

putMarker



Environments

Karel ViZDoom
DEF run()

IF frontIsClear

move

ELSE

turnLeft

move

turnLeft

REPEAT(2)

turnRight

putMarker

DEF run()

WHILE frontIsClear(HellKnight)

attack

moveForward

IF thereIs(Demon)

moveRight

ELSE

moveLeft

moveBackward

Program

Demonstrations

Program

Demonstrations

Richard E Pattis. “Karel the robot: a gentle introduction to the art of 
programming.” John Wiley & Sons, Inc., 1981

Kempka et al., “Vizdoom: A doom-based ai research platform for 
visual reinforcement learning.” in CIG, 2016



Imitation Learning with Neural Network Policy

Demonstrations Neural Network

Policy

Predicted Execution

Infer

Initial States

Ground Truth Execution
Loss

Evaluate



Imitation Learning with Program Policy

Ground Truth Program

Loss

DEF run()

IF frontIsClear

move

ELSE

turnRight

move

REPEAT(2)

turnLeft

Demonstrations Predicted Program
DEF run()

IF frontIsClear

move

ELSE

turnLeft

move

REPEAT(2)

turnRight

Synthesize

Neural Network

Program Synthesizer

Initial States Predicted Execution
Execute

Ground Truth Execution

Evaluate



Experimental Results

DEF run()

IF frontIsClear

move

ELSE

turnLeft

move

turnLeft

REPEAT(2)

turnRight

putMarker

Program Demonstrations

Inferred Program
DEF run()

IF frontIsClear

move

ELSE

turnLeft

• Learn to capture the 
decision-making logics 
of the expert

Neural Network Policy
move

• Learn to mimic the 
general tendency of 
the expert behaviors

Quantitative Results

Ex
ec

ut
io

n 
Ac

cu
ra

cy

20%

40%

60%

80%

Karel ViZDoom

Inferred Program
Neural Network

Evaluation: Execute the inferred program and 
the learned neural network policy on a set of 
unseen initial states and compare them to the 
ground truth demonstrations

Observation



Learning to Synthesize Programs as
Interpretable and Generalizable Policies

NeurIPS 2021

Dweep Trivedi* Jesse Zhang* Joseph J. LimShao-Hua Sun

Execute

Reward

Environment
DEF run()

IF frontIsClear
move

ELSE
IF markerPresent

pickMarker
ELSE

turnRight

Program



Deep Reinforcement Learning

Inference

Reward

Deep Neural Network Environment



Reinforcement Learning via Synthesizing Programs

Reward

Environment
DEF run()

IF frontIsClear
move

ELSE
IF markerPresent

pickMarker
ELSE

turnRight

Program

Execute



Reinforcement Learning via Synthesizing Programs

Reward

LEAPS

Program


Synthesizer

Model Environment
DEF run()

IF frontIsClear
move

ELSE
IF markerPresent

pickMarker
ELSE

turnRight

Program

ExecuteSynthesize



Encoder

Program Embedding Space

LEAPS: Learning Embeddings for lAtent Program Synthesis

DEF run()

IF frontIsClear

move

turnLeft

REPEAT(2)

turnRight

putMarker

DEF run()

WHILE frontIsClear

move

IF markerPresent
pickMarker

ELSE
turnRight

DEF run()
IF frontIsClear

move
ELSE

IF markerPresent
pickMarker

ELSE
turnRight

Program

Decoder

DEF run()
IF NOT frontIsClear

IF markerPresent
pickMarker

ELSE
turnRight 

ELSE
move

Reconstructed Program

Learn a program embedding space from randomly generated programsStage 1
Learn the grammar and the environment dynamicsGoal



DEF run()
IF NOT frontIsClear

IF markerPresent
pickMarker

ELSE
turnRight 

ELSE
move

Decoded Program

DEF run()

WHILE frontIsClear

move

IF markerPresent
pickMarker

ELSE
turnRight

DEF run()

IF frontIsClear

move

turnLeft

REPEAT(2)

turnRight

putMarker

Decoder

LEAPS: Learning Embeddings for lAtent Program Synthesis

Search for a task-solving program using the cross-entropy method (CEM)Stage 2

Sample Program Embeddings

0.49Iteration 2

0.95Iteration n

Update

Distribution

0.32

Return

Iteration 1

Task Environment

ExecuteReward

Optimize the task performanceGoal



StairClimber FourCorners

TopOff

Maze

CleanHouseHarvester

Karel Tasks



Deep RL LEAPS

StairClimber

Deep RL LEAPS

Maze

Deep RL LEAPS

FourCorners

Deep RL LEAPS

TopOf

Qualitative Results

CEM trajectory Visualization

Goal: Search for a StairClimber program 
in the learned program embedding space
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1-stage Program
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Quantitative Results



StairClimber

Maze

Learning on 8 x 8

LEAPS

Program


Synthesizer

LEAPS

Program


Synthesizer

DEF run()
if frontIsClear()

turnLeft
while noMarkersPresent()
   turnRight
   move

DEF run()
while noMarkersPresent()
   turnRight
   move
while rightIsClear()
   turnLeft

LEAPS Program Policy Evaluation on 100 x 100

LEAPS Zero-shot Generalization



Experimental Results - Zero-shot Generalization

Re
w

ar
d

0

0.25

0.5

0.75

1

Maze StairClimber TopOf

LEAPS
Deep RL
VIPER

Simple/original task (8x8) 
Complex task (100x100) 



Interactive 

Debugging

 Interface

Interpretability & Interactability

Performance Improvement
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1

TopOf FourCorner Harvester

Unedited (LEAPS)
Up to 3 Edits
Up to 5 Edits



Hierarchical Programmatic Reinforcement Learning 
via Learning to Compose Programs

ICML 2023

Guan-Ting Liu* En-Pei Hu* Pu-Jen Cheng Hung-Yi Lee Shao-Hua Sun

Execute Environment
Composed Program

Reward

DEF run()
IF frontIsClear

move
ELSE

IF frontIsClear
turnLeft

ELSE
turnRight

DEF run()
IF markerPresent

IF frontIsClear
turnLeft

ELSE
turnLeft

IF frontIsClear
move

DEF run()
WHILE frontIsClear

move
IF leftIsClear

turnLeft
ELSEIF

turnRight
move





Limited program distribution
Search in the program embedding space spanned 

by the dataset programs
Evaluate each candidate program solely based on 

the cumulative return of its execution trace

Poor credit assignment

Cannot synthesize longer or  
more complex programs

Cannot accurately attribute rewards to 
corresponding program parts



Learning a compressed program embedding space from randomly generated programsStage 1

HPRL: Hierarchical Programmatic Reinforcement Learning

Encoder

Program Embedding Space

DEF run()

IF frontIsClear

move

turnLeft

REPEAT(2)

turnRight

putMarker

DEF run()

WHILE frontIsClear

move

IF markerPresent
pickMarker

ELSE
turnRight

DEF run()
IF frontIsClear

move
ELSE

IF markerPresent
pickMarker

ELSE
turnRight

Program
DEF run()

IF NOT frontIsClear
IF markerPresent

pickMarker
ELSE

turnRight 
ELSE

move

Reconstructed Program

Decoder



Optimize 
Return

Compose

Program

Meta Policy

HPRL: Hierarchical Programmatic Reinforcement Learning

Learning a meta policy to produce a series of programs (i.e., predict a series of actions)             

to yield a composed task-solving program

Stage 2

Predict

Action/Program

Task Environment

Execute
Reward

Transition

DEF run()

IF frontIsClear

move

turnLeft

REPEAT(2)

turnRight

putMarker

move

Decoded Program

DEF run()

turnLeft

WHILE frontIsClear

move

IF markerPresent

pickMarker

ELSE

turnRight

DEF run()

IF NOT frontIsClear

IF markerPresent

pickMarker

ELSE

turnRight 

ELSE

move

Initial State s0:

s1:r1: 0.21

s2:r2: 0.14

s3:r3: 0.37

Decoder



Quantitative Results - Karel Tasks
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Karel-Hard Tasks
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Additional Experiments

LEAPSHPRL

Pe
rfo
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an

ce
 G

ap

40%

60%

80%

100%

25 50 75 100
Program Length (# of tokens)

Synthesize out-of-distributionally long programs

• HPRL can synthesize programs longer than the 
dataset programs ( < 40 tokens ) better than LEAPS

40

Limited program distribution

EpisodicDense

Re
tu

rn
0.00

0.50

1.00

Environment Step
0.00

0.30

0.60

Environment Step

• The hierarchical design of HPRL allows for better credit assignment 
with dense rewards, facilitating the learning progress

Learning from episodic reward

• Dense: Reward each subprogram based on its execution trace

• Episodic: Reward the entire composed program at the end

Poor credit assignment



Environment

Demonstrations

Program

DEF run() m(
WHILE c( markerPresent c) w(

WHILE c( markerPresent c) w(
pickMarker
move w)

turnRight
move 
turnLeft
WHILE c( markerPresent c) w(

pickMarker
move w)

turnLeft
move 
turnRight w) m)

Execute

Reward

Takeaways

Program Synthesis Reinforcement Learning

Interpretable and Generalizable Policies



Program-Guided Robot Learning

Program

def assembleTable():
pickUp(top, left_arm, on, floor)
moveTo(left_arm, (0,0,5), (0,0,5))
for (x, num(leg, on, floor)):

pickUp(leg, right_arm, on, floor)
moveTo(right_arm, (2,0,3), (0,0,0))
attach()
release(right_arm)
moveTo(left_arm, (0,0,5), (0,0,360.0/x))

if (isThere(back, on, floor):
pickUp(back, right_arm, on, floor)
moveTo(right_arm, (1,0,7), (90,0,0))
attach()

Primitive SkillsEnvironment

Demonstration

pickUp attach place moveTo release

Primitive Skills

Program

Action

Program 
Inference

Primitive Skill 
Acquisition

Task 
Execution

ActionsEnvironment

Demonstration

Primitive Skills

Program

Action

Program 
Inference

Primitive Skill 
Acquisition

Task 
Execution

Reward Function

1+

Language Instruction

Assemble a Table 
First, place the top of the table 
upside down. Then, pick up and 
attach each table leg to a corner of 
the tabletop. If your kit comes with 
a table back, attach the table back 
to the back of the tabletop. Finally, 
turn the table upright.

EnvironmentEnvironment

Demonstration

Primitive Skills

Program

Action

Program 
Inference

Primitive Skill 
Acquisition

Task 
Execution

Demonstration

Environment

Demonstration

Primitive Skills

Program

Action

Program 
Inference

Primitive Skill 
Acquisition

Task 
ExecutionProgram 

Inference

Primitive Skill 
Acquisition

Task

Execution

• Represent robot behaviors using programs based on pre-defined and acquired primitive skills
• Decouple learning a skill as performing program inference and task execution

Key idea

• Described with formal languages

• Human interpretable and machine executable

• Structured for generalization 

Program



Program-Guided Robot Learning

def assembleTable():
pickUp(top, left_arm, on, floor)
moveTo(left_arm, (0,0,5), (0,0,5))
for (x, num(leg, on, floor)):

pickUp(leg, right_arm, on, floor)
moveTo(right_arm, (2,0,3), (0,0,0))
attach()
release(right_arm)
moveTo(left_arm, (0,0,5), (0,0,360.0/x))

if (isThere(back, on, floor):
pickUp(back, right_arm, on, floor)
moveTo(right_arm, (1,0,7), (90,0,0))
attach()

Program

Actions (sub-skills)

moveTopickUpattach releaseplace

Perceptions

num()isThere() isAttached()

Control Flows

while

if else elseIf

repeat

Domain-Specific Language

Environment

Demonstration

Primitive Skills

Program

Action

Program 
Inference

Primitive Skill 
Acquisition

Task 
Execution

Observation

attach

pickUp

moveTo

High-Level Plan

Low-Level Execution

Environment

Demonstration

Primitive Skills

Program

Action

Program 
Inference

Primitive Skill 
Acquisition

Task 
Execution

[-2.09531783e-19  2.72130735e-05  6.14480786e-22  -3.45474715e-06  
  7.42993721e-06 -1.40711141e-04 -3.04253586e-04  -2.07559344e-04 
  8.50646247e-05 -3.45474715e-06  7.42993721e-06  -1.40711141e-04 
 -3.04253586e-04 -2.07559344e-04 -8.50646247e-05   1.11317030e-04 
 -7.03465386e-05 -2.22862221e-05 -1.11317030e-04   7.03465386e-05 
 -2.22862221e-05 -2.09531783e-19  2.72130735e-05   6.14480786e-22 
 -3.45474715e-06  7.42993721e-06 -1.40711141e-04  -3.04253586e-04 
 -2.07559344e-04  8.50646247e-05 -3.45474715e-06   7.42993721e-06 
 -1.40711141e-04 -3.04253586e-04 -2.07559344e-04  -8.50646247e-05  
  1.11317030e-04 -7.03465386e-05 -2.22862221e-05  -1.11317030e-04]

Joint u torque

[-2.09531783e-19  2.72130735e-05  6.14480786e-22  -3.45474715e-06  
  7.42993721e-06 -1.40711141e-04 -3.04253586e-04  -2.07559344e-04 
  8.50646247e-05 -3.45474715e-06  7.42993721e-06  -1.40711141e-04 
 -3.04253586e-04 -2.07559344e-04 -8.50646247e-05   1.11317030e-04 
 -7.03465386e-05 -2.22862221e-05 -1.11317030e-04   7.03465386e-05 
 -2.22862221e-05 -2.09531783e-19  2.72130735e-05   6.14480786e-22 
 -3.45474715e-06  7.42993721e-06 -1.40711141e-04  -3.04253586e-04 
 -2.07559344e-04  8.50646247e-05 -3.45474715e-06   7.42993721e-06 
 -1.40711141e-04 -3.04253586e-04 -2.07559344e-04  -8.50646247e-05  
  1.11317030e-04 -7.03465386e-05 -2.22862221e-05  -1.11317030e-04]

Joint v torque

Environment

Demonstration

Primitive Skills

Program

Action

Program 
Inference

Primitive Skill 
Acquisition

Task 
Execution

Demonstration

Assemble a Table

First, place the top of the table 
upside down. Then, pick up and 
attach each table leg to a corner of 
the tabletop. If your kit comes with 
a table back, attach the table back 
to the back of the tabletop. Finally, 
turn the table upright.

Language Instruction

Reward Function

+1

Task Specification



Efficient Multi-Task Reinforcement Learning  
via Selective Behavior Sharing

NeurIPS-W 2022 & Submitted to ICML 2024

Primitive Skill AcquisitionProgram Inference Task Execution

ICML 2018

Neural Program Synthesis from  
Diverse Demonstration Videos Model-based


Meta-learner
Gradient-based

Meta-learner
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NeurIPS 2019 (Spotlight)

Multimodal Model-Agnostic Meta-Learning  
via Task-Aware Modulation

Task-Agnostic  
Offline Data

T1

T2

T5
T3

T4

Meta-Training  
Tasks

Skill-Based 
Meta-RL

Fast Learning of New  
Long-Horizon Task

TT

T1

T2

T5
T3

T4

Target 

Task

Skill-based Meta-Reinforcement Learning

ICLR 2022

Composing Complex Skills 
by Learning Transition Policies

ICLR 2019

Learning to Synthesize Programs 
as Interpretable and Generalizable Policies

NeurIPS 2021

Generalizable Imitation Learning 
from Observation via Inferring Goal Proximity

NeurIPS 2021

Assembly

Find 
toaster

Put the peach 
into the bowl

Learning to Act from Actionless Videos 
through Dense Correspondences

ICLR 2024 (Spotlight)

Program Guided Agent

ICLR 2020 (Spotlight)

Hierarchical Programmatic Reinforcement Learning 
via Learning to Compose Programs

ICML 2023

Diffusion Model-Guided Behavioral Cloning

ICML-W 2023 & Submitted to ICML 2024

Diffusion Rewards Guided 
Adversarial Imitation Learning

ICLR-W 2024 & Submitted to ICML 2024

Bootstrap Your Own Skills: Learning to Solve New 
Tasks with Large Language Model Guidance

CoRL 2023 (Oral)

Dϕ(sE, aE)

(a) Learning Diffusion Discriminative Classifier

Learning objectiveLearnable mapping Frozen mapping

(b) Learning Policy with Diffusion Rewards

ϵ
a
s

+

+

Diffusion 
Model ϕ

c+

c−Policy

πθ

s

Diffusion Reward
log(Dϕ(s, a)) − log(1 − Dϕ(s, a))

Diffusion Discriminative Classifier Dϕ
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Diffusion Discriminative Classifier Dϕ
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Expert

Data

Agent

Data

“Real”

“Fake”

Dϕ(si, ai)

Dϕ(s, a)

(a) Learning a Diffusion Model (b) Learning a Policy with the Learned Diffusion Model
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Sample
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Learnable mapping
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Agent’s 

action

Expert’s 

action

State

Integrating Planning and Deep Reinforcement Learning via 
Automatic Induction of Task Substructures

ICLR 2024

Addressing Long-Horizon Tasks by Integrating 
Program Synthesis and State Machines

NeurIPS-W 2023 & Submitted to ICML 2024





Environment

Demonstrations

Program

DEF run() m(
WHILE c( markerPresent c) w(

WHILE c( markerPresent c) w(
pickMarker
move w)

turnRight
move 
turnLeft
WHILE c( markerPresent c) w(

pickMarker
move w)

turnLeft
move 
turnRight w) m)

Execute

Reward

Thank You

Questions?


