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Composing Complex Skills 
by Learning Transition Policies
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How do we train a transition policy? 
What is reward for learning a transition policy?

- Success of the following skill
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Reward is binary and sparse! 

We want dense reward for easier policy training.
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Summary

We propose to reuse skills to compose complex, long-horizon tasks.

Naive execution of skills fail since the skills never learned to connect.

Transition policies learn to smoothly connect skills.

Composing Complex Skills by Learning Transition Policies, ICLR 2019

Proximity predictors provide dense reward for efficient training of transition policies.


