Multimodal Model Agnostic Meta-Learning via Task-Aware Modulation
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<table>
<thead>
<tr>
<th>Data Points</th>
<th>Ground Truth</th>
<th>MAML</th>
<th>MultiMAML</th>
<th>MMAML</th>
</tr>
</thead>
</table>

| MAML        | 1.668        |
| Ours        | 0.868        |
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<table>
<thead>
<tr>
<th></th>
<th>MAML</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>54.41%</td>
<td>60.83%</td>
</tr>
</tbody>
</table>
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