Program-Guided Framework for Interpreting and Acquiring Complex Skills with Learning Robots

by

Shao-Hua Sun

A Dissertation Presented to the
FACULTY OF THE USC GRADUATE SCHOOL
UNIVERSITY OF SOUTHERN CALIFORNIA
In Partial Fulfillment of the
Requirements for the Degree
DOCTOR OF PHILOSOPHY
(COMPUTER SCIENCE)

May 2022

Copyright 2022 Shao-Hua Sun
# Table of Contents

List of Tables ix
List of Figures xi
Abstract xv

I Introduction 1

Chapter 1: Introduction 2
1.1 Overview .................................................. 2
1.1.1 Program Inference .......................................... 4
1.1.1.1 Learning to Synthesize Programs from Demonstrations 4
1.1.1.2 Learning to Synthesize Programs from Reward Functions 5
1.1.2 Primitive Skill Acquisition ................................. 5
1.1.2.1 Meta-Learning & Meta-Reinforcement Learning ................ 6
1.1.2.2 Learning from Demonstrations ........................... 6
1.1.3 Task Execution ............................................ 7
1.1.3.1 Learning to Execute Programs ............................ 7
1.1.3.2 Learning to Compose Skills ............................. 7
1.2 Published Works ........................................... 8

II Program Inference 11

Chapter 2: Learning to Synthesize Programs from Demonstrations 12
2.1 Introduction ................................................ 12
2.2 Related Work .............................................. 14
2.3 Problem Overview ......................................... 15
2.4 Approach .................................................. 17
2.4.1 Model Architecture ....................................... 18
2.4.1.1 Demonstration Encoder ................................. 18
2.4.1.2 Summarizer Module .................................... 18
2.4.1.3 Program Decoder ..................................... 20
2.4.2 Learning ................................................ 20
2.4.3 Multi-task Objective ..................................... 21
2.5 Experiments ................................................ 22
## 4.7 Appendix

- **4.7.1 Details on Modulation Operators**
- **4.7.2 Further Discussion on Related Works**
- **4.7.3 Baselines**
- **4.7.4 Additional Experimental Details**
  - 4.7.4.1 Regression
  - 4.7.4.2 Image Classification
  - 4.7.4.3 Reinforcement Learning
- **4.7.5 Additional Experimental Results**
  - 4.7.5.1 Regression
  - 4.7.5.2 Image Classification
  - 4.7.5.3 Reinforcement Learning

## Chapter 5: Meta-Learning on Long-Horizon and Sparse-Reward Tasks

### 5.1 Introduction

### 5.2 Related Work

### 5.3 Problem Formulation and Preliminaries

### 5.4 Approach

- **5.4.1 Skill Extraction**
- **5.4.2 Skill-based Meta-Training**
- **5.4.3 Target Task Learning**

### 5.5 Experiments

- **5.5.1 Experimental Setup**
  - 5.5.1.1 Maze Navigation
  - 5.5.1.2 Kitchen Manipulation
- **5.5.2 Baselines**
- **5.5.3 Results**
- **5.5.4 Meta-Training Task Distribution Analysis**

### 5.6 Conclusion

### 5.7 Appendix

- **5.7.1 Meta-Reinforcement Learning Method Ablation**
- **5.7.2 Learning Efficiency on Target Tasks with Few Episodes of Experience**
- **5.7.3 Investigating Offline Data vs. Target Domain Shift**
- **5.7.4 Implementation Details on Our Method**
  - 5.7.4.1 Model Architecture
  - 5.7.4.2 Training Details
- **5.7.5 Implementation Details on Baselines**
  - 5.7.5.1 SAC
  - 5.7.5.2 PEARL and PEARL-ft
  - 5.7.5.3 SPiRL
  - 5.7.5.4 Multi-task RL (MTRL)
- **5.7.6 Meta-Training Tasks and Target Tasks**
  - 5.7.6.1 Maze Navigation
  - 5.7.6.2 Kitchen Manipulation
List of Tables

2.1 Karel Results ................................................. 25
2.2 Ablation Study on Summarizer Module ......................... 26
2.3 ViZDoom Results ................................................ 29
2.4 ViZDoom If-else Results ........................................ 29
3.1 Ablation Study .................................................. 46
3.2 Program Embedding Space Smoothness .......................... 47
3.3 Results ........................................................ 49
3.4 Generalization Results .......................................... 51
3.5 LEAPS Close Latent Program Interpolation ...................... 59
3.6 LEAPS Far Latent Program Interpolation ......................... 60
3.7 Program Evolution Over CEM Search ............................ 62
3.8 Human Debugging Experiment Results ......................... 63
3.9 Additional Generalization Results ............................. 66
3.10 Unseen Configurations Performance .......................... 68
3.11 Program Token Generation Probabilities ....................... 75
3.12 LEAPS Length 100 Synthesized Karel Programs .............. 76
4.1 Regression Results ............................................. 121
4.2 Classification Results ......................................... 124
## List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Overview of Program-Guided Framework for Interpreting and Acquiring Complex Skills with Learning Robots</td>
<td>2</td>
</tr>
<tr>
<td>2.1</td>
<td>Illustration of Neural Program Synthesis from Demonstration Videos</td>
<td>13</td>
</tr>
<tr>
<td>2.2</td>
<td>Domain-Specific Language</td>
<td>15</td>
</tr>
<tr>
<td>2.3</td>
<td>Model Overview</td>
<td>16</td>
</tr>
<tr>
<td>2.4</td>
<td>Summarizer Module</td>
<td>20</td>
</tr>
<tr>
<td>2.5</td>
<td>Karel Results</td>
<td>22</td>
</tr>
<tr>
<td>2.6</td>
<td>ViZDoom Results</td>
<td>27</td>
</tr>
<tr>
<td>2.7</td>
<td>Analysis on Varying Numbers of Demonstration Videos</td>
<td>30</td>
</tr>
<tr>
<td>3.1</td>
<td>Domain Specific Language</td>
<td>38</td>
</tr>
<tr>
<td>3.2</td>
<td>Framework Overview</td>
<td>40</td>
</tr>
<tr>
<td>3.3</td>
<td>Karel Problem Set</td>
<td>44</td>
</tr>
<tr>
<td>3.4</td>
<td>Visualizations of Learned Program Embedding Space</td>
<td>95</td>
</tr>
<tr>
<td>3.5</td>
<td>STAIRCLIMBER CEM Trajectory Visualization</td>
<td>96</td>
</tr>
<tr>
<td>3.6</td>
<td>FOURCORNER CEM Trajectory Visualization</td>
<td>97</td>
</tr>
<tr>
<td>3.7</td>
<td>Human Debugging Experiment User Interface</td>
<td>98</td>
</tr>
<tr>
<td>3.8</td>
<td>Human Debugging Experiment Example Programs (TOPOFF)</td>
<td>99</td>
</tr>
<tr>
<td>3.9</td>
<td>Human Debugging Experiment Example Programs (FOURCORNER)</td>
<td>100</td>
</tr>
<tr>
<td>3.10</td>
<td>Human Debugging Experiment Example Programs (HARVESTER)</td>
<td>101</td>
</tr>
<tr>
<td>Section</td>
<td>Page</td>
<td></td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>5.1 Overview</td>
<td>146</td>
<td></td>
</tr>
<tr>
<td>5.2 Method Overview</td>
<td>151</td>
<td></td>
</tr>
<tr>
<td>5.3 Environments</td>
<td>156</td>
<td></td>
</tr>
<tr>
<td>5.4 Target Task Learning Efficiency</td>
<td>159</td>
<td></td>
</tr>
<tr>
<td>5.5 Qualitative Results</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>5.6 Meta-Training Task Distribution Analysis</td>
<td>161</td>
<td></td>
</tr>
<tr>
<td>5.7 Task Distributions for Task Length Ablation</td>
<td>164</td>
<td></td>
</tr>
<tr>
<td>5.8 Meta-Training Performance for Task Length Ablation</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>5.9 Qualitative Result of Meta-RL Method Ablation</td>
<td>166</td>
<td></td>
</tr>
<tr>
<td>5.10 Performance with Few Episodes of Target Task Interaction</td>
<td>167</td>
<td></td>
</tr>
<tr>
<td>5.11 Image-Based Maze Navigation with Distribution Shift</td>
<td>167</td>
<td></td>
</tr>
<tr>
<td>5.12 Maze Meta-Training and Target Task Distributions</td>
<td>172</td>
<td></td>
</tr>
<tr>
<td>5.13 Maze Meta-Training and Target Task Distributions for Meta-training Task Distribution Analysis</td>
<td>172</td>
<td></td>
</tr>
<tr>
<td>6.1 Framework Overview</td>
<td>176</td>
<td></td>
</tr>
<tr>
<td>6.2 Environments</td>
<td>183</td>
<td></td>
</tr>
<tr>
<td>6.3 Goal Completion Rate</td>
<td>185</td>
<td></td>
</tr>
<tr>
<td>6.4 Generalization Analysis</td>
<td>187</td>
<td></td>
</tr>
<tr>
<td>6.5 Goal Proximity Function Analysis</td>
<td>189</td>
<td></td>
</tr>
<tr>
<td>6.6 Ablation Study</td>
<td>190</td>
<td></td>
</tr>
<tr>
<td>6.7 Analysis on Generalizing to Unseen States</td>
<td>197</td>
<td></td>
</tr>
<tr>
<td>6.8 Additional Ablation Study</td>
<td>199</td>
<td></td>
</tr>
<tr>
<td>6.9 Analysis on Proximity Discounting Factor</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>6.10 Effect of Spectral Normalization</td>
<td>201</td>
<td></td>
</tr>
<tr>
<td>6.11 Proximity Prediction Visualization</td>
<td>206</td>
<td></td>
</tr>
</tbody>
</table>
Abstract

Recent development in artificial intelligence and machine learning has remarkably advanced machines’ ability to understand images and videos, comprehend natural languages and speech, and outperform human experts in complex games. However, building intelligent robots that can physically interact with their surroundings as well as learn to operate in unstructured environments, manipulate unknown objects, and acquire novel skills – to free humans from tedious or dangerous manual work – remains challenging. The focus of my research is to develop a robot learning framework that enables robots to acquire long-horizon and complex skills with hierarchical structures, such as furniture assembly and cooking. Specifically, I aim to devise a robot learning framework which is: (1) interpretable: by decoupling interpreting skill specifications (e.g. demonstrations, reward functions) and executing skills, (2) programmatic: by generalizing from simple instances to complex instances without additional learning, (3) hierarchical: by operating on a proper level of abstraction that enables human users to interpret high-level plans of robots allows for composing primitive skills to solve long-horizon tasks, and (4) modular: by being equipped with modules specialized in different functions (e.g. perception, action) which collaborate, allowing for better generalization. This dissertation discusses a series of research projects toward building such an interpretable, programmatic, hierarchical, and modular robot learning framework.
Part I

Introduction
Chapter 1

Introduction

1.1 Overview

Recent advancement in artificial intelligence and machine learning has remarkably advanced machines’ ability to understand images and videos (e.g. object detection, semantic segmentation, action recognition, image captioning), comprehend natural languages and speech (e.g. machine translation, document summarization, speech recognition), and even outperform human experts in complex games (e.g. Go, Dota 2, StarCraft II). With the ability to learn, those systems generalize reasonably well on a wide range of tasks, and some have even been deployed as widely used products. However, building reliable artificial intelligence systems that can generalize to unobserved situations remains a challenging goal.

Figure 1.1: An overview of the proposed program-guided framework for interpreting and acquiring complex skills with learning robots. Learning and inference modules (in blue) connect demonstration, environment, program, primitive skills, and executable action (in black).
intelligence agents (*i.e.* robots) that can physically interact with their surroundings while learning to operate in unstructured environments, manipulate unseen objects, and acquire novel skills – to free humans from tedious or dangerous manual work – remains challenging.

Recently, the success of deep reinforcement learning (DRL) has led many researchers to develop learning frameworks to control robots. Compared to traditional robotics pipelines, DRL methods approximate policies using deep neural networks, which are optimized to automate the process of designing sensing, planning, and control algorithms by letting robots learn in an end-to-end fashion. Despite the recent progress in the field, such neural network policies suffer from several fundamental issues. First, such black-box policies are not interpretable to humans and therefore are difficult to debug when robots fail to perform a task. Second, acquiring complex skills through trial and error still remains challenging and these neural network policies often have difficulty generalizing to novel scenarios. Third, most existing works are limited to short-horizon skills such as pushing and picking up objects. Finally, most approaches are designed to acquire skills from scratch instead of building upon previously learned skills.

The focus of my research is to develop a robot learning framework that allows robots to acquire long-horizon and complex skills with hierarchical structures such as furniture assembly and cooking. Specifically, I aim to devise a robot learning framework which is: (1) **interpretable**: by decoupling interpreting skill specifications (*e.g.* demonstrations, reward functions) and executing skills, (2) **programmatic**: by generalizing from simple instances to complex instances without additional training, (3) **hierarchical**: by operating on a proper level of abstraction that enables human users to interpret high-level plans of robots allows for composing primitive skills to solve long-horizon tasks, and (4) **modular**: by being equipped with modules specialized in different functions (*e.g.* perception, action) which collaborate together, allowing for better generalization.

To this end, I present a robot learning framework which represents desired behaviors as a *program* as well as acquires and utilizes *primitive skills* for learning to execute desired skills, as shown in Figure 1.1.
Specifically, instead of learning in an end-to-end manner, I propose to design specialized learning modules that aim to (1) perform program inference to explicitly infer underlying programs that describe the skills of interest, (2) acquire primitive skills that can be used to compose more complex and longer-horizon skills, and (3) perform task execution by following the inferred program and utilizing acquired primitive skills to replicate the desired skills. In the following, I will discuss the details of each module.

1.1.1 Program Inference

I propose to utilize programs, structured in a formal domain-specific language, to describe behaviors (see an example program in Figure 1.1). Programs are not only interpretable to humans, but also more directly machine-executable since they are less ambiguous compared to natural languages. However, specifying a task or a desired behavior by writing a program requires substantial expertise and can be tedious. Therefore, I propose to learn to perform program inference, which aims to construct a program that describes a task-solving procedure from task specifications which are easier to provide (e.g. demonstrations, reward functions). In the following, I will describe the projects carried out by my collaborators and me, which focus on learning to perform program inference from such task specifications.

1.1.1.1 Learning to Synthesize Programs from Demonstrations

In [287], we aim to interpret the provided demonstrations and infer the intended skill by learning to explicitly synthesizing the underlying program which describes the skill in a structured language. A synthesized program explicitly describes diverse situations and the corresponding subtasks to execute. Moreover, a program describes tasks and their hierarchies at a set level of abstraction (e.g. actions such as moveTo, attach and perceptions such as isThere), providing scaffolding for learning long-horizon, hierarchically structured tasks. Specifically, in [287], we study the problem of mimicking behaviors presented in a set of demonstration videos, where demonstrator’s behaviors vary from video to video due to different
environmental conditions. To address it, we propose to synthesize a program from demonstration videos and then execute the program to replicate the demonstrator’s behavior. The results suggest that learning to explicitly synthesize programs instead of learning a black-box policy encourages the model to pay extra attention to the decision-making logic of the demonstrator, leading to its superior performance.

1.1.1.2 Learning to Synthesize Programs from Reward Functions

While [287] achieves promising results on learning to synthesize programs from demonstrations, obtaining demonstrations can sometimes be expensive or even impossible. Therefore, in [304], we aim to devise a framework that can learn to perform program inference directly from reward signals provided by a Markov decision process (MDP). To alleviate the difficulty of learning to compose programs to induce the desired agent behavior from scratch, we propose to first learn a program embedding space that continuously parameterizes diverse behaviors in an unsupervised manner and then search over the learned program embedding space to yield a program that maximizes the return for a given task. The results suggest that the proposed framework can produce interpretable and more generalizable policies which outperform DRL methods.

Beside inferring programs from a variety of task specifications, our recent work explores synthesizing a program by hierarchically composing multiple programs. This allows for synthesizing programs that are long and deeply nested, which can induce more complex behaviors, and therefore increases the applicability of representing behaviors using programs.

1.1.2 Primitive Skill Acquisition

The aim of this stage is to robustly and efficiently acquire a set of primitive skills (e.g. moveTo, attach, place in Figure 1.1) that can be used to compose more complex skills to enable executing behaviors specified in programs obtained from the program inference stage. To this end, my research focuses on
meta-learning and learning from demonstrations. In the following, I will describe the projects carried out by my collaborators and me, which focus on these two directions.

1.1.2.1 Meta-Learning & Meta-Reinforcement Learning

Meta-Learning on Multimodal Task Distributions. To efficiently acquire a diverse set of skills, we propose to leverage the recent advancement in meta-learning and meta-reinforcement learning. Specifically, we aim to leverage model-agnostic meta-learning (MAML), which allows an agent to learn from a distribution of tasks and then quickly adapt to novel tasks with few gradient updates. Yet, MAML seeks a common initialization shared across the entire task distribution, substantially limiting the diversity of the task distributions that they can learn from. To enable an agent to adapt to a diverse set of primitive skills, we propose a multimodal MAML framework [315, 316], which can modulate its meta-learned prior parameters according to the identified task families, allowing more efficient fast adaptation. The proposed multimodal MAML framework achieves superior performance on not only reinforcement learning but also few-shot regression and image classification.

Meta-Learning on Long-Horizon and Sparse-Reward Tasks. In our recent works [205, 206, 207], we aim to address a common issue of most existing meta-reinforcement learning methods – they are limited to short-horizon tasks with dense rewards. To this end, we propose to first extract composable skills and a skill prior from agent play data in the form of offline datasets, which then enables meta-learning on long-horizon, sparse-reward tasks.

1.1.2.2 Learning from Demonstrations

Learning from Observation. Another research direction that aims to improve sample efficiency for acquiring skills is learning from demonstrations. However, demonstrators’ actions might not always be available and how a learning agent can generalize beyond situations seen in demonstrations remains
challenging. In [161], we study learning from observation (i.e. imitate demonstrators without accessing to their actions but only state sequences) and generalization to novel situations beyond demonstrations. Specifically, we proposed to learn a task progress estimator and use the task progress estimate as a dense reward for training a policy. We show that our proposed method can robustly generalize compared to prior methods on a set of tasks in navigation, locomotion, and robotic manipulation – even with demonstrations that cover only part of the states.

1.1.3 Task Execution

To replicate a skill by following an inferred program (Section 1.1.1) and utilizing a set of acquired primitive skills (Section 1.1.2), an agent needs to (1) deduce the correct order of primitive skills that need to be executed as well as (2) smoothly chain them together.

1.1.3.1 Learning to Execute Programs

To address (1), we propose a framework that learns to interpret and follow a program by employing a perception module which learns to decide which path in a program should be taken and a policy which fulfills each desired primitive skill in [288].

1.1.3.2 Learning to Compose Skills

For (2), when the primitive skills were independently obtained and the environment dynamic is complex (e.g. continuous control), simply sequentially executing the primitive skills can often fail. Therefore, we propose to learn transition policies which effectively navigate from an ending state of any primitive skill to suitable initial states of the following primitive skill in [160].
1.2 Published Works

This dissertation presents a number of techniques for allowing learning robots to interpret and acquire complex skills, which were presented at top-tier computer science and machine learning venues. This section enumerates these published works, and briefly describes the content of each chapter in this dissertation.

Part II: Program Inference

- Chapter 2 corresponds to a paper [287] published at International Conference on Machine Learning (ICML) 2018. It aims to infer decision making logic in demonstration videos, allowing for accurately imitating demonstrator’s behaviors. To this end, we propose a framework that is able to explicitly synthesize underlying programs, that describe demonstrator decision making logic, from behaviorally diverse and visually complicated demonstration videos.

- Chapter 3 corresponds to a paper [304] published at Neural Information Processing Systems (NeurIPS) 2021. It presents a framework that learns to synthesize a program, detailing the procedure to solve a task in a flexible and expressive manner, solely from reward signals. To alleviate the difficulty of learning to compose programs to induce the desired agent behavior from scratch, we propose to learn a program embedding space that continuously parameterizes diverse behaviors in an unsupervised manner and then search over the learned program embedding space to yield a program that maximizes the return for a given task.

Part III: Primitive Skill Acquisition

distributions that they are able to learn from. We propose a multimodal MAML (MMAML) framework, which is able to modulate its meta-learned prior according to the identified mode, allowing more efficient fast adaptation.

- Chapter 5 corresponds to a paper [207] published at International Conference on Learning Representations (ICLR) 2022, a paper [205] presented in Meta-Learning Workshop at Neural Information Processing Systems (NeurIPS) 2021, and a paper [206] presented in Deep RL Workshop at Neural Information Processing Systems (NeurIPS) 2021. We devise a method that enables meta-learning on long-horizon, sparse-reward tasks, allowing us to solve unseen target tasks with orders of magnitude fewer environment interactions. Specifically, we propose to (1) extract reusable skills and a skill prior from offline datasets, (2) meta-train a high-level policy that learns to efficiently compose learned skills into long-horizon behaviors, and (3) rapidly adapt the meta-trained policy to solve an unseen target task.

- Chapter 6 corresponds to a paper [161] published at Neural Information Processing Systems (NeurIPS) 2021. Task progress is intuitive and readily available task information that can guide an agent closer to the desired goal. Furthermore, a progress estimator can generalize to new situations. From this intuition, we propose a simple yet effective imitation learning from observation method for a goal-directed task using a learned goal proximity function as a task progress estimator, for better generalization to unseen states and goals. We obtain this goal proximity function from expert demonstrations and online agent experience, and then use the learned goal proximity as a dense reward for policy training.

**Part IV: Task Execution**

- Chapter 7 corresponds to a paper [288] published at International Conference on Learning Representations (ICLR) 2020. We propose to utilize programs, structured in a formal language, as a precise
and expressive way to specify tasks, instead of natural languages which can often be ambiguous. We then devise a modular framework that learns to perform a task specified by a program – as different circumstances give rise to diverse ways to accomplish the task, our framework can perceive which circumstance it is currently under, and instruct a multitask policy accordingly to fulfill each subtask of the overall task.

• Chapter 8 corresponds to a paper [160] published at International Conference on Learning Representations (ICLR) 2019. Humans acquire complex skills by exploiting previously learned skills and making transitions between them. To empower machines with this ability, we propose a method that can learn transition policies which effectively connect primitive skills to perform sequential tasks without handcrafted rewards. To efficiently train our transition policies, we introduce proximity predictors which induce rewards gauging proximity to suitable initial states for the next skill.
Part II

Program Inference
Chapter 2

Learning to Synthesize Programs from Demonstrations

2.1 Introduction

Imagine you are watching others driving cars. You will easily notice many common behaviors even if you know nothing about driving. For example, cars stop when a traffic light turns to red and move again when the light turns to green. Cars also slow down when drivers see a pedestrian jay-walking. Just like in this example, humans can abstract behaviors – especially extracting the structural relationship between action and perception (e.g. light, pedestrian).

Can machines also reason decision making logic behind behaviors? While there has been tremendous effort and success in understanding videos, they have been mostly focused on recognizing actions, finding and naming objects, or predicting future outcomes. However, the problem of reasoning decision making logic behind behaviors is a crucial skill for machines to mimic and collaborate with humans. Hence, our goal is to step towards developing a method that can interpret perception-based decision making logic from visual behavior demonstrations.

Our insight is to exploit declarative programs, structured in a formal language, as behavior interpreting representations. The formal language is composed of action blocks, perception blocks, and control flow (e.g. if/else). Programs written in such a language can explicitly model the connection between an observation (e.g. traffic light, biker) and an action (e.g. stop). An example is shown in Figure 2.1. Described in a formal
Figure 2.1: An illustration of neural program synthesis from demonstration videos. Given multiple demonstration videos exhibiting diverse behaviors, our neural program synthesizer learn to produce interpretable and executable underlying programs. Divergence above occurs based on perception in the second frame.

language, programs are logically interpretable and executable. Thus, the problem of interpreting decision making logic from visual demonstrations can be reduced to extracting an underlying program.

In fact, there have been many neural network frameworks proposed recently for program induction or synthesis. First, a variety of frameworks [132, 247, 332, 61] are proposed to induce latent representations of underlying programs. While they can be efficient at mimicking desired behaviors, they do not explicitly yield interpretable programs, resulting in inexplicable failure cases. On the other hand, there is another line of work directly synthesizing programs [63, 35] giving full interpretability. These approaches have shown highly competitive results in simple input/output pairs but are limited in the expressibility of programs. Hence, in this paper, we further extend their models with our model to synthesize programs while handling complex visual sequential inputs.

Our goal is to interpret logics behind various visual demonstrations. In other words, we want a model that can synthesize programs mimicking behaviors in demonstrations. Therefore, the model is required to handle diverse sequential visual data. To address this requirement, we propose a program synthesis architecture augmented with a summarizer module – a module that is capable of encoding the inter-relation between multiple demonstrations and summarizes them into a compact vector representation. The
summarizer module empowers the model to handle a varying number of demonstrations, resulting in extra flexibility.

We extensively evaluate our model in two distinct environments: a fully observable, third-person environment (Karel) and a partially observable, egocentric game (ViZDoom). Our experiments in both environments show that directly modeling a behavior as a program has several benefits such as a better reasoning of the underlying conditions behind action compared against other methods. We also present an additional strength of our approach such as interpretability that enables human interaction for fixing and debugging.

In summary, in this paper, we introduce a novel problem of program synthesis from demonstrations of sequential visual data and a method to address it. This ultimately enables machines to explicitly interpret decision making logic and further interact with humans through a debugging process. We also demonstrate that our algorithm can synthesize programs reliably on multiple environments.

2.2 Related Work

Program Induction Learning to perform a specific task by inducing latent representations of underlying task-specific programs is known as program induction. Various approaches have been developed: designing end-to-end differentiable architectures [95, 96, 347, 132, 131, 97, 208], learning to call subprograms using step-by-step supervision [247, 38], and few-shot program induction [61]. Contrary to our work, those method do not return explicit programs.

Program Synthesis The line of work in program synthesis focuses on explicitly producing programs that are restricted to certain languages. [24] train a model to predict program attributes and used external search algorithms for inductive program synthesis. [219, 63] directly synthesize simple string transformation programs. [35] employ reinforcement learning to directly optimize the execution of generated programs.
Program \( m := \text{def run()} : s \)

Statement \( s := \text{while}(b): (s) | s_1; s_2 | a | \text{repeat}(r): (s) \)

\[ | \text{if}(b): (s) | \text{ifelse}(b): (s_1) \text{ else } (s_2) \]

Repetition \( r := \text{Number of repetitions} \)

Condition \( b := \text{percept} | \text{not} \ b \)

Perception \( p := \text{Domain dependent perception primitives} \)

Action \( a := \text{Domain dependent action primitives} \)

Figure 2.2: Domain-specific language for the program representation. The program is composed of domain dependent perception and action primitives and control flows.

However, those methods are limited to synthesizing programs from input-output pairs, which substantially restricts the expressibility of the programs that are considered; instead, we address the problem of synthesizing programs from full demonstration videos.

**Imitation Learning** The methods that are concerned with acquiring skills from expert demonstrations, dubbed *imitation learning*, can be split into *behavioral cloning* \([236, 237, 251]\) which casts the problem as a supervised learning task and *inverse reinforcement learning* \([210]\) that extracts estimated reward functions given demonstrations. Recently, \([69, 82, 332]\) have studied the task of mimicking given few demonstrations. This line of work can be considered as *program induction*, as they imitate demonstrations without explicitly modeling underlying programs. While those methods are able to mimic given few demonstrations, it is not clear if they could deal with multiple demonstrations with diverse branching conditions.

### 2.3 Problem Overview

In this section, we define our formulation for program synthesis from diverse demonstration videos. We would like to comprehend and replicate demonstrated behaviors by revealing the formal structure between demonstrators’ perception and actions. We therefore formally define programs in a domain-specific language (DSL) with perception primitives, action primitives and control flows. Action primitives define the way that
Figure 2.3: Model Architecture. The demonstration encoder encodes each of the k demonstrations separately and the summarizer network aggregates them to construct a summary vector. The summary vector is used by the program decoder to produce program tokens sequentially. The encoded demonstrations are used to decode the action sequence and perception conditions as additional supervision.

agents can interact with an environment, while perception primitives describe how agents can percept it. On the other hand, control flows can include if/else statements, while loops, repeat statements, and simple logic operations. An example of control flows introduced in [226] is shown in Figure 2.2. Note that we focus on perceptions with boolean returns in this paper, while more generic perception type constraint is possible.

A program $\eta$ is a deterministic function that outputs an action $a \in A$ given a history of states at time step $t$, $H_t = (s_1, s_2, \ldots, s_t)$, where $s \in S$ is a state of the environment. The generation of an action given the history of states is represented as $a_t = \eta(H_t)$. In this paper, we focus on a program type that can be represented in DSL by a code $C = (w_1, w_2, \ldots, w_N)$, which is a sequence of tokens $w$.

A demonstration $\tau = ((s_1, a_1), (s_2, a_2), \ldots, (s_T, a_T))$ is a sequence of state and action tuples generated by an underlying program $\eta^*$ given a initial state $s_1$. Given an initial state $s_1$ and its corresponding state history $H_1$, the program generates new action $a_1 = \eta^*(H_1)$. The following state $s_2$ is generated by a state transition function $T: s_2 \sim T(s_1, a_1)$. The newly sampled state is incorporated into the state history $H_2 = H_1 \cup (s_2)$ and this process is iterated until the end of file action EOF $\in A$ is returned by the program. A set of demonstrations $D = \{\tau_1, \tau_2, \ldots, \tau_K\}$ can be generated by running a single program $\eta^*$.
on different initial states $s_1^1, s_1^2, \ldots, s_1^K$, where each initial state is sampled from a initial state distribution (i.e. $s_1^K \sim P_0(s_1)$).

While we are interested in inferring a program $\eta^*$ from a set of demonstrations $D$, it is preferable to predict a code $C^*$ instead, because it is a more accessible representation while immediately convertible to a program. Formally, we formulate the problem as a sequence prediction where the input is a set of demonstrations $D$ and the output is a code $C$. Note that our objective is not about inferring a code perfectly but instead generating a code that can infer a program. This requires a carefully chosen measure for successful code synthesis, discussed in Section 2.5.1.

2.4 Approach

Inferring a program behind a set of demonstrations requires (1) interpreting each demonstration video (2) spotting and summarizing the difference among demonstrations to infer the conditions behind the taken actions (3) describing the understanding of demonstrations in a written language, Based on this intuition, we design a neural architecture composed of three components:

- **Demonstration Encoder** receives a demonstration video as input and produces an embedding that captures an agent’s actions and perception.

- **Summarizer Module** discovers and summarizes where actions diverge between demonstrations and upon which branching conditions subsequent actions are taken.

- **Program Decoder** represents the summarized understanding of demonstrations as a code sequence.

The details of the three main components are described in the Section 2.4.1, and the learning objective of the proposed model is described in Section 2.4.2. Section 2.4.3 introduces auxiliary tasks for encouraging the model to learn the knowledge that is essential to infer a program.
2.4.1 Model Architecture

Figure 2.3 illustrates the overall architecture of the proposed model, which is composed of demonstration encoders, a summarizer module, and a program decoder. Details of each component are described in the following sections.

2.4.1.1 Demonstration Encoder

The demonstration encoder performs two types of understanding over a single demonstration. The first is understanding visible actions in each time steps and the second is summarizing the overall action sequence in a demonstration as a single idea. The demonstration encoder performs both types of understanding at the same time using a state encoder and an LSTM (Long Short Term Memory) [115].

The state encoder, a stack of convolutional layers, encodes a state $s_t$ to its embedding as a state vector
\[
 v^t_{\text{state}} = \text{CNN}_{\text{enc}}(s_t) \in \mathbb{R}^d, \text{ where } t \in [1, T] \text{ is the time-step.}
\]

The LSTM encodes each state representation and summarized representation at the same time.

\[
 c^t_{\text{enc}}, h^t_{\text{enc}} = \text{LSTM}_{\text{enc}}(v^t_{\text{state}}, c^{t-1}_{\text{enc}}, h^{t-1}_{\text{enc}}),
\]

where, $t \in [1, T]$ is the time step, $c^t_{\text{enc}}$ is the cell state, $h^t_{\text{enc}}$ is the hidden state. Both the final state tuples $(c^T_{\text{enc}}, h^T_{\text{enc}})$ encode the overall idea of the demonstration and intermediate hidden states \{ $h^1_{\text{enc}}, h^2_{\text{enc}}, ..., h^T_{\text{enc}}$ \} containing high level understanding of each state and are used as an input to the following modules.

2.4.1.2 Summarizer Module

The summarizer module first reviews each demonstration again with the context of the whole demonstrations to infer underlying conditions behind visible actions. The inferred conditions are summarized within a demonstration and then summarized again over multiple demonstrations. An illustration of the summarizer is shown in Figure 2.4.
The first summarization is performed by a reviewer module, an LSTM initialized with the pooled final state tuples of the demonstration encoder. The pooled final state tuples of the demonstration encoder is formally written as follows:

$$c_{\text{review}}^0 = \frac{1}{K} \sum_{k=1}^{K} c_{T,k}^{\text{enc}}, \quad h_{\text{review}}^0 = \frac{1}{K} \sum_{k=1}^{K} h_{T,k}^{\text{enc}},$$

(2.2)

where \((c_{T,k}^{\text{enc}}, h_{T,k}^{\text{enc}})\) is the final state tuple of the \(k\)th demonstration encoder. Then the reviewer LSTM encodes the hidden states

$$c_{\text{review}}^t, h_{\text{review}}^t = \text{LSTM}_{\text{review}}(h_{\text{enc}}^t, c_{\text{review}}^{t-1}, h_{\text{review}}^{t-1}),$$

(2.3)

where the final hidden state becomes a demonstration vector \(v_{\text{demo}} = h_{\text{review}}^T \in \mathbb{R}^d\), which includes the summarized information within a single demonstration.

The final summarization, which is performed over multiple demonstrations, is performed by an aggregation module. The aggregation module gets \(K\) demonstration vectors and summarize them into a single compact vector representation. To effectively model complex relations between different demonstrations, we employ relational networks (RN) [257]. The aggregation process is formally written as follows.

$$v_{\text{summary}} = \text{RN}(v_{\text{demo}}^1, v_{\text{demo}}^2, \ldots, v_{\text{demo}}^K),$$

(2.4)

where \(v_{\text{summary}} \in \mathbb{R}^d\) is the the summarized demonstration vector. We show that employing the summarizer module significantly alleviate the difficulty of handling multiple demonstrations and improve generalization over different number of generations in Section 2.5.
Figure 2.4: Summarizer Module. The demonstration encoder (inner layer) encodes each demonstration starting from a zero state. The summarizer module (outer layer) aggregates the outputs of the demonstration encoder with a relation network to provide context from other demonstrations.

2.4.1.3 Program Decoder

The program decoder generates programs from a summarized vector representation of the demonstrations. We use LSTMs similar to [290, 312] as a program decoder. Initialized with the summary vector $v_{\text{summary}}$, the LSTM at each time step gets the previous token embedding as an input and outputs a probability of the following program tokens as in the Equation 2.5. During training, the previous ground truth token is fed as an input, and during inference, the predicted token in the previous steps is fed as an input.

2.4.2 Learning

The proposed model learns a conditional distribution between a set of demonstrations $D$ and a corresponding code $C = \{w_1, w_2, \ldots, w_N\}$. By employing the LSTM program decoder, this problem becomes an autoregressive sequence prediction [290]. For a given demonstration and previous code token $w_{i-1}$, our model is trained to predict the following ground truth token $w_i^*$, where the cross entropy loss is optimized.

$$
L_{\text{code}} = -\frac{1}{NM} \sum_{m=1}^{M} \sum_{n=1}^{N} \log p(w_{i,n}^* | W_{m,n-1}, D_m),
$$

(2.5)
where $M$ is the total number of training examples, $w_{m,n}$ is the $n$th token of the $m$th training example and $D_m$ are $m$th training demonstrations. $W_{m,n} = \{w_{m,1}, ..., w_{m,n}\}$ is the history of previous token inputs at time step $n$.

### 2.4.3 Multi-task Objective

To reason an underlying program from a set of demonstrations, the primary and essential step is recognizing actions and perceptions happening in each step of the demonstration. However, it can be difficult to learn meaningful representations purely from the sequence loss of programs when environments increase in visual complexity. To alleviate this issue, we propose to predict additional action sequences and a perception vector from the demonstrations as auxiliary tasks. The overview of the auxiliary tasks are illustrated in Figure 2.3.

The first auxiliary task is predicting action sequences. Given a demo vector encoded by the demonstration encoder, an action decoder LSTM decodes $k$th demo vector $v^k_{\text{demo}}$ into a sequence of actions. During training, a sequential cross entropy loss similar to Equation 2.5 is optimized:

$$
\mathcal{L}_A = -\frac{1}{MKT} \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{t=1}^{T} \log p(a^k_{m,t}|A^k_{m,t-1}; v^k_{\text{demo}}),
$$

where, $a^k_{m,t}$ is the $t$-th action token in $k$–th demonstration of $m$-th training example, $A^k_{m,t} = \{a^k_{m,1}, ..., a^k_{m,t}\}$ is the history of previous actions at time step $t$.

The second auxiliary task is predicting perceptions for each frame of the demonstrations. We denote a perception vector $\Phi = \{\phi_1, ..., \phi_L\} \in \{0, 1\}^L$ as a $L$ dimension binary vector obtained by executing $L$
def run():
    while frontIsClear():
        move()
        putMarker()
        turnLeft()
        move()
        putMarker()
        move()
        move()
        (b)

Underlying Program

<table>
<thead>
<tr>
<th>Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>def run():</td>
</tr>
<tr>
<td>while frontIsClear():</td>
</tr>
<tr>
<td>move()</td>
</tr>
<tr>
<td>turnRight()</td>
</tr>
<tr>
<td>turnRight()</td>
</tr>
<tr>
<td>while frontIsClear():</td>
</tr>
<tr>
<td>move()</td>
</tr>
<tr>
<td>if markersPresent():</td>
</tr>
<tr>
<td>turnLeft()</td>
</tr>
<tr>
<td>move()</td>
</tr>
<tr>
<td>else:</td>
</tr>
<tr>
<td>turnRight()</td>
</tr>
</tbody>
</table>

Synthesized Program

<table>
<thead>
<tr>
<th>Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>def run():</td>
</tr>
<tr>
<td>turnRight()</td>
</tr>
<tr>
<td>turnRight()</td>
</tr>
<tr>
<td>while frontIsClear():</td>
</tr>
<tr>
<td>move()</td>
</tr>
<tr>
<td>else:</td>
</tr>
<tr>
<td>turnRight()</td>
</tr>
</tbody>
</table>

Figure 2.5: Karel Results. Seen training examples are on top row (in blue) and unseen testing examples are on the bottom row (in green). (a) A successful case with a program sequence match (b) Due to a missing branch condition execution in training data (top images), the synthesized program doesn’t incorporate the condition, resulting in execution mismatch in lower right testing image.

perception primitives on a given state $s$. Specifically, we formulate the perception vector prediction as a sequential multi-label binary classification problem and optimizes the binary cross entropy.

$$
\mathcal{L}_\Phi = -\frac{1}{MTKL} \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{t=1}^{T} \sum_{l=1}^{L} \log p(\phi_k^{m,t,l} | P_k^{m,t-1}, v_k^{demo}),
$$

where $P_k^{m,t} = \{f(\Phi_k^{m,1}), ..., f(\Phi_k^{m,t})\}$ is the history of encoded previous perception vectors and $f(\cdot)$ is an encoding function.

The aggregated multi-task objective is as follows: $\mathcal{L} = \mathcal{L}_C + \alpha \mathcal{L}_A + \beta \mathcal{L}_\Phi$, where $\alpha$ and $\beta$ are hyper-parameter controlling the importance of each loss. For all the experiments in this paper, we set $\alpha = \beta = 1$.

2.5 Experiments

We perform experiments in different environments: Karel [226] and ViZDoom [137]. We first describe the experimental setup and then present the experimental results.
### 2.5.1 Evaluation Metric

To verify whether a model is able to infer an underlying program $\eta^*$ from a given set of demonstrations $D$, we evaluate accuracy based on the synthesized codes and the underlying program (sequence accuracy and program accuracy) as well as the execution of the program (execution accuracy).

**Sequence accuracy** Comparison in the code space is based on the instantiated code $C^*$ of a ground truth program and the synthesized code $\hat{C}$ from a program synthesizer. The sequence accuracy counts exact match of two code sequences, which is formally written as:

$$\text{Acc}_{\text{seq}} = \frac{1}{M} \sum_{m=1}^{M} \mathbb{I}_{\text{seq}}(C^*_m, \hat{C}_m),$$

where $M$ is the number of testing examples and $\mathbb{I}_{\text{seq}}(\cdot, \cdot)$ is the indicator function of exact sequence match.

**Program accuracy** While the sequence accuracy is simple, it is a pessimistic estimation of program accuracy since it does not consider program aliasing – different codes with identical program semantics (e.g. `repeat(2): (move())` and `move() move()`). Therefore, we measure the program accuracy by enumerating variations of codes. Specifically, we exploit the syntax of DSL to identify variations: e.g. unfolding repeat statements, decomposing if-else statement into two if statements, etc. Formally, the program accuracy is

$$\text{Acc}_{\text{program}} = \frac{1}{M} \sum_{m=1}^{M} \mathbb{I}_{\text{prog}}(C^*_m, \hat{C}_m),$$

where $\mathbb{I}_{\text{prog}}(C^*_m, \hat{C}_m)$ is an indicator function that returns 1 if any variations of $\hat{C}_m$ match any variations of $C^*_m$. Note that the program accuracy is only computable when the DSL is relatively simple and some assumptions are made i.e. termination of loops. The details of computing program accuracy are presented in Appendix (Section 2.7).

**Execution accuracy** To evaluate how well a synthesized program can capture the behaviors of an underlying program, we compare the execution results of the synthesized program code $\hat{C}$ and the demonstrations $D^*$ generated by a ground truth program $\eta^*$, where both are generated from the same set of sampled initial states $I_K = \{s_1^1, ..., s_1^K\}$. We formally define the execution accuracy as:

$$\text{Acc}_{\text{execution}} = \frac{1}{M} \sum_{m=1}^{M} \mathbb{I}_{\text{exec}}(\hat{C}_m, D^*_m),$$
\[ \frac{1}{M} \sum_{m=1}^{M} \mathbb{1}_{\text{execution}}(D^*_m, \hat{D}_m) \], where \( \mathbb{1}_{\text{execution}}(D^*_m, \hat{D}_m) \) is the indicator function of exact sequence match.

Note that when the number of sampled initial states becomes infinitely large, the execution accuracy converges to the program accuracy.

### 2.5.2 Evaluation Setting

For training and evaluation, we collect \( M_{\text{train}} \) training programs and \( M_{\text{test}} \) test programs. Each program code \( C^*_m \) is randomly sampled from an environment specific DSL and compiled into an executable form \( \eta^*_m \). The corresponding demonstrations \( D^*_m = \{\tau_1, ..., \tau_K\} \) are generated by running the program on \( K = K_{\text{seen}} + K_{\text{unseen}} \) different initial states. The seen demonstrations are used as an input to the program synthesizer, and the unseen demonstrations are used for computing execution accuracy. We train our model on the training set \( \Omega_{\text{train}} = \{(C^*_1, D^*_1), ..., (C^*_{M_{\text{train}}}, D^*_{M_{\text{train}}})\} \) and test them on the testing set \( \Omega_{\text{test}} = \{(C^*_1, D^*_1), ..., (C^*_{M_{\text{test}}}, D^*_{M_{\text{test}}})\} \). Note that \( \Omega_{\text{train}} \) and \( \Omega_{\text{test}} \) are disjoint. Both sequence and execution accuracies are used for the evaluation. The training details are described in Appendix (Section 2.7).

### 2.5.3 Baselines

We compare our proposed model (ours) against baselines to evaluate the effectiveness of: (1) explicitly modeling the underlying programs (2) our proposed model with the summarizer module and multi-task objective. To address (1), we design a program induction baseline based on [69], which bypasses synthesizing programs and directly predicts action sequences. We modified the architecture to incorporate multiple demonstrations as well as pixel inputs. The details are presented in Appendix (Section 2.7). For a fair comparison with our model that gets supervision of perception primitives, we feed the perception primitive vector of every frame as an input to the induction baseline. To verify (2), we compose a program synthesis baseline simply consisting of a demonstration encoder and a program decoder without a summarizer module.
and multi-task loss. To integrate all the demonstration encoder outputs across demos, an average pooling layer is applied.

### 2.5.4 Karel

We first focus on a visually simple environment to verify the feasibility of program synthesis from demonstrations. We consider Karel [226] featuring an agent navigating through a gridworld with walls and interacting with markers based on the underlying program.

#### 2.5.4.1 Environment and Dataset

Karel has 5 action primitives for moving and interacting with markers and 5 perception primitives for detecting obstacles and markers. A gridworld of $8 \times 8$ size is used for our experiments. To evaluate the generalization ability of the program synthesizer to novel programs, we randomly generate 35,000 unique programs and split them into a training set with 25,000 program, a validation set with 5,000 program, and a testing set with 5,000 programs. The maximum length of the program codes is 43. For each program, 10 seen demonstrations and 5 unseen demonstrations are generated. The maximum length of the demonstrations is 20.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Execution</th>
<th>Program</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Induction baseline</td>
<td>62.8% (69.1%)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Synthesis baseline</td>
<td>64.1%</td>
<td>42.4%</td>
<td>35.7%</td>
</tr>
<tr>
<td>+ summarizer (ours)</td>
<td>68.6%</td>
<td>45.3%</td>
<td>38.3%</td>
</tr>
<tr>
<td>+ multi-task loss (ours-full)</td>
<td>72.1%</td>
<td>48.9%</td>
<td>41.0%</td>
</tr>
</tbody>
</table>

Table 2.1: Performance evaluation on Karel environment. Synthesis baseline outperforms induction baseline. The summarizer module and the multi-task objective introduce significant improvement.
2.5.4.2 Performance Evaluation

The evaluation results of our proposed model and baselines are shown in Table 2.1. Comparison of execution accuracy shows relative performance of the proposed model and the baselines. Synthesis baseline outperforms induction baseline based on the execution accuracy, which shows the advantage of explicit modeling the underlying programs. Induction baseline often matches some of the $K_{\text{unseen}}$ demonstration, but fails to match all of them from a single program. This observation is supported by the number in the parenthesis (69.1%), which counts the number of correct demonstrations while execution accuracy counts the number of program whose demonstrations match perfectly. This finding has also been reported in [63].

The proposed model shows consistent improvement over synthesis baseline for all the evaluation metrics. The sequence accuracy for our full model is 41.0%, which is a reasonable generalization performance given that none of the test programs are seen during training. We observe that our model often synthesizes programs that do not exactly match with the ground truth program but are semantically identical. For example, given a ground truth program repeat(4):( turnLeft; turnLeft; turnLeft ), our model predicts repeat (12): ( turnLeft ). These cases are considered correct for program accuracy. Note that comparison based on the execution and sequence accuracy is consistent with the program accuracy, which justifies using them as a proxy for the program accuracy when it is not computable.

The qualitative success and failure cases of the proposed model are described in Figure 2.5. The Figure 2.5(a) shows a correct case where a single program is used to generate diverse action sequences. Figure 2.5(b) show a failure case, where part of the ground truth program tokens are not generated due to missing seen demonstration hitting that condition.

<table>
<thead>
<tr>
<th>Methods</th>
<th>k=3</th>
<th>k=5</th>
<th>k=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis baseline</td>
<td>58.5%</td>
<td>60.1%</td>
<td>64.1%</td>
</tr>
<tr>
<td>+ summarizer (ours)</td>
<td>60.6%</td>
<td>63.1%</td>
<td>68.6%</td>
</tr>
<tr>
<td>Improvement</td>
<td>2.1%</td>
<td>3.0%</td>
<td>4.5%</td>
</tr>
</tbody>
</table>

Table 2.2: Effect of the summarizer module. Employing the proposed summarizer module brings more improvement as the number of seen demonstration increases over synthesis baseline.
2.5.4.3 Effect of Summarizer

To verify the effectiveness of our proposed summarizer module, we conduct experiments where models are trained on varying numbers of demonstrations and compare the execution accuracy in Table 2.2. As the number of demonstrations increases, both models enjoy a performance gain due to extra available information. However, the gap between our proposed model and synthesis baseline also grows, which demonstrates the effectiveness of our summarizer module.

2.5.5 ViZDoom

Doom is a 3D first-person shooter game where a player can move in a continuous space and interact with monsters, items and weapons. We use ViZDoom [137], an open-source Doom-based AI platform, for our experiments. ViZDoom’s increased visual complexity and a richer DSL could test the boundary of models in state comprehension, demo summarization, and program synthesis.

Figure 2.6: ViZDoom Results. Annotations below frames are the perception conditions and actions. Hellknight, Revenant, and Demon monsters are white, black, and pink respectively. The model is able to correctly percepts the condition and actions as well as synthesize a precise program. Note that the synthesized and the underlying program are semantically identical.
2.5.5.1 Environment and Dataset

The ViZDoom environment has 7 action primitives including diverse motions and attack as well as 6 perception primitives checking the existence of different monsters and whether they are targeted. Each state is represented by an image with $120 \times 160 \times 3$ pixels. For each demonstration, initial state is sampled by randomly spawning different types of monsters and ammos in different location and placing an agent randomly. To ensure that the program behavior results in the same execution, we control the environment to be deterministic.

We generate 80,000 training programs and 8,000 testing programs. To encourage diverse behavior of generated program, we give a higher sampling rate to the perception primitives that has higher entropy over $K$ different initial states. We use 25 seen demonstrations for program synthesis and 10 unseen demonstrations for execution accuracy measure. The maximum length of programs is 32 and the maximum length of demonstrations is 20.

2.5.5.2 Performance Evaluation

Table 2.3 shows the result on ViZDoom environment. Synthesis baseline outperforms induction baseline in terms of the execution accuracy, which shows the strength of program synthesis for understanding diverse demonstrations. In addition, the proposed summarizer module and the multi-task objective bring improvement in terms of all evaluation metrics. Also we found that the syntax of the synthesized programs is about 99.9% accurate. This tells that the program synthesizer correctly learn the syntax of the DSL.

Figure 2.6 shows the qualitative result. It is shown that the generated program covers different conditional behavior in the demonstration successfully. In the example, the synthesized program does not match the underlying program in the code space, while matching the underlying program in the program space.
Table 2.3: Performance evaluation on ViZDoom environment. The proposed model outperforms *induction baseline* and *synthesis baseline* significantly as the environment is more visually complex.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Execution</th>
<th>Program</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Induction baseline</td>
<td>35.1% (60.6%)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Synthesis baseline</td>
<td>48.2%</td>
<td>39.9%</td>
<td>33.1%</td>
</tr>
<tr>
<td>Ours-full</td>
<td>78.4%</td>
<td>62.5%</td>
<td>53.2%</td>
</tr>
</tbody>
</table>

Table 2.4: If-else experiment on ViZDoom environment. Single if-else statement with two branching consequences is used to evaluate ability of inferring underlying conditions.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Execution</th>
<th>Program</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Induction baseline</td>
<td>26.5% (83.1%)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Synthesis baseline</td>
<td>59.9%</td>
<td>44.4%</td>
<td>36.1%</td>
</tr>
<tr>
<td>Ours-full</td>
<td>89.4%</td>
<td>69.1%</td>
<td>58.8%</td>
</tr>
</tbody>
</table>

2.5.5.3 Analysis

To verify the importance of inferring underlying conditions, we perform evaluation only with programs containing a single if-else statement with two branching consequences. This setting is sufficiently simple to isolate other diverse factors that might affect the evaluation result. For the experiment, we use 25 seen demonstrations to understand a behavior and 10 unseen demonstrations for testing. The result is shown in Table 2.4. *Induction baseline* has difficulty inferring the underlying condition to match all unseen demonstrations most of the times. In addition, our proposed model outperforms *synthesis baseline*, which demonstrates the effectiveness of the summarizer module and the multi-task objective.

Figure 2.7 illustrates how models trained with a fixed number (25) of seen demonstration generalize to fewer or more seen demonstrations during testing time. This shows our model and *synthesis baseline* are able to leverage more seen demonstrations to synthesize more accurate programs as well as achieve reasonable performance when fewer demonstrations are given. On the contrary, *Induction baseline* could not exploit more than 10 demonstrations well.
Figure 2.7: Generalization over different number of $K_{\text{seen}}$. The baseline models and our model trained with 25 seen demonstration are evaluated with fewer or more seen demonstrations.

### 2.5.5.4 Debugging the Synthesized Program

One of the intriguing properties of the program synthesis is that synthesized programs are interpretable and interactable by human. This makes it possible to debug a synthesized program and fix minor mistakes to correct the behaviors. To verify this idea, we use edit distance between synthesized program and ground truth program as a number of minimum token that is required to get a exactly correct program. With this setting, we found that fixing at most 2 program token provides 4.9% improvement in sequence accuracy and 4.1% improvement in execution accuracy.

### 2.6 Conclusion

We propose the task of synthesizing a program from diverse demonstration videos. To address this, we introduce a model augmented with a summarizer module to deal with branching conditions and a multi-task objective to induce meaningful latent representations. Our method is evaluated on a fully observable, third-person environment (Karel environment) and a partially observable, egocentric game (ViZDoom environment). The experiments demonstrate that the proposed model is able to reliably infer underlying programs and achieve satisfactory performances.
2.7 Appendix

2.7.1 Detailed Network Architectures

2.7.1.1 Demonstration Encoder

The demonstration encoder consists of a stack of convolutional layers and an LSTM. The stack of convolutional layers consists of five layers, which can be represented as:

\[ C_{\{3,2,16\}} \rightarrow C_{\{3,2,32\}} \rightarrow C_{\{3,2,48\}} \rightarrow C_{\{3,2,48\}} \rightarrow C_{\{3,2,48\}} \]

where \( C_{k,s,n} \) denotes a convolutional layer with a kernel size \( k \), stride \( s \), and a number of channel \( n \). Then the encoded feature maps are flatten and passed to an LSTM. We experiment with RNN, GRU, and LSTM and found that LSTM works the best.

2.7.1.2 Summarizer Module

For the relation network of the summarizer module, we use two fully-connected layers with LeakyReLU activation. We also experiment with RNN, GRU, and LSTM for summarizer module and found that LSTM works the best.

2.7.1.3 Program Decoder

For the token embedding function used to produce embedding vectors of program tokens, we create an embedding lookup with a hidden size of 128. An LSTM with a hidden size of 512 is utilized to decode program tokens.
2.7.2 Training Details

We implement the proposed model and its submodules described in the main paper in TensorFlow [1] and trained it using batch size of 32 with Adam optimizer [140].

2.7.3 One-shot Imitation Learning Baseline

To evaluate the effectiveness of our proposed model, we implement an One-shot imitation learning model proposed in [69]. Since the model proposed in the original paper is not able to

1. Incorporate multiple seen specification demonstration sequences

2. Handle a varying-length number of demonstrations

3. Deal with visual input

we make modifications as follows:

1. Augment the demonstration encoder with a stack of convolutional layers to process visual input

2. Remove temporal dropout, temporal convolution, and neighborhood attention

3. Add an LSTM with an attention mechanism [178]. We also experimented with the monotonic attention mechanism [241] and empirically found [178] works better.

4. Replace the context network with an average pooling layer to handle a varying-length number of demonstrations

5. Change the manipulation network to an LSTM decoder, which optimizes the predictions of one-hot action vectors at each time step
2.7.4 Dataset Details

2.7.4.1 Karel

We use 5 action primitives and 5 perception primitives for Karel, which is formally defined as follows:

\[
\text{action} := \text{move} \mid \text{turnRight} \mid \text{turnLeft} \mid \text{pickMarker} \\
| \text{putMarker}
\]

\[
\text{perception} := \text{frontIsClear} \mid \text{leftIsClear} \mid \text{rightIsClear} \\
| \text{markersPresent} \mid \text{noMarkersPresent}
\]

For Karel environment, we use \(8 \times 8 \times 16\) state representation, where each channel of the state representation has its own meaning.

\[
0 : \text{agent facing north} \mid 1 : \text{agent facing south} \\
2 : \text{agent facing west} \mid 3 : \text{agent facing east} \\
4 : \text{wall or empty} \mid 5 \sim 15 : 0 \sim 10\text{markers}
\]
2.7.4.2 ViZDoom

ViZDoom model contains 7 action primitives and 6 perception primitives, which is formally defined as follows:

\[
\text{action} := \text{moveBackward} \mid \text{moveForward} \mid \text{moveLeft} \\
\quad \mid \text{moveRight} \mid \text{turnLeft} \mid \text{turnRight} \mid \text{attack}
\]

\[
\text{perception} := \text{isThere} \ m \mid \text{inTarget} \ m
\]

\[
\text{monster} \ m := \text{demon} \mid \text{hellKnight} \mid \text{revenant}
\]

ViZDoom environment has $120 \times 160 \times 3$ image as a state representation. We resize them to $80 \times 80 \times 3$ to feed to our model as an input.

To generate meaningful program and collecting diverse behavior we use heuristics to sample codes and demonstrations. Given each state we sequentially increase the program length by adding more statement. At the same time action is instantly taken to the environment and state transition is performed. Whenever statement with condition is sampled for the program, we give higher sampling probability to perception that makes current state more diverse.
Chapter 3

Learning to Synthesize Programs from Reward Functions

3.1 Introduction

Recently, deep reinforcement learning (DRL) methods have demonstrated encouraging performance on a variety of domains such as outperforming humans in complex games [200, 276, 277, 310] or controlling robots [39, 98, 15, 105, 334, 348, 159]. Despite the recent progress in the field, acquiring complex skills through trial and error still remains challenging and these neural network policies often have difficulty generalizing to novel scenarios. Moreover, such policies are not interpretable to humans and therefore are difficult to debug when these challenges arise.

To address these issues, a growing body of work aims to learn programmatic policies that are structured in more interpretable and generalizable representations such as decision trees [25], state-machines [123], and programs described by domain-specific programming languages [308, 307]. Yet, the programmatic representations employed in these works are often limited in expressiveness due to constraints on the policy spaces. For example, decision tree policies are incapable of naively generating repetitive behaviors, state machine policies used in [123] are computationally complex to scale to policies representing diverse behaviors, and the programs of [308, 307] are constrained to a set of predefined program templates. On
the other hand, program synthesis works that aim to represent desired behaviors using flexible domain-specific programs often require extra supervision such as input/output pairs [63, 35, 46, 273, 155] or expert demonstrations [287, 55], which can be difficult to obtain.

In this paper, we present a framework to instead synthesize human-readable programs in an expressive representation, solely from rewards, to solve tasks described by Markov Decision Processes (MDPs). Specifically, we represent a policy using a program composed of control flows (e.g. if/else and loops) and an agent’s perceptions and actions. Our programs can flexibly compose behaviors through perception-conditioned loops and nested conditional statements. However, composing individual program tokens (e.g. if, while, move()) in a trial-and-error fashion to synthesize programs that can solve given MDPs can be extremely difficult and inefficient.

To address this problem, we propose to first learn a latent program embedding space where nearby latent programs correspond to similar behaviors and allows for smooth interpolation, together with a program decoder that can decode a latent program to a program consisting of a sequence of program tokens. Then, when a task is given, this embedding space allows us to iteratively search over candidate latent programs to find a program that induces desired behavior to maximize the reward. Specifically, this embedding space is learned through reconstruction of randomly generated programs and the behaviors they induce in the environment in an unsupervised manner. Once learned, the embedding space can be reused to solve different tasks without retraining.

To evaluate the proposed framework, we consider the Karel domain [226], featuring an agent navigating through a gridworld and interacting with objects to solve tasks such as stacking and navigation. The experimental results demonstrate that the proposed framework not only learns to reliably synthesize task-solving programs but also outperforms program synthesis and deep RL baselines. In addition, we justify the necessity of the proposed two-stage learning scheme as well as conduct an extensive analysis comparing various approaches for learning the latent program embedding spaces. Finally, we perform
experiments which highlight that the programs produced by our proposed framework can both generalize to larger state spaces and unseen state configurations as well as be interpreted and edited by humans to improve their task performance.

### 3.2 Related Work

**Neural program induction and synthesis.** Program induction methods [155, 332, 61, 208, 95, 132, 89, 247, 38, 329, 37, 335, 168, 120] aim to implicitly induce the underlying programs to mimic the behaviors demonstrated in given task specifications such as input/output pairs or expert demonstrations. On the other hand, program synthesis methods [63, 35, 46, 273, 287, 31, 219, 273, 175, 171, 169, 75, 76, 24, 173, 3, 117, 278, 328, 44, 5, 48, 18, 117, 327, 47, 215] explicitly synthesize the underlying programs and execute the programs to perform the tasks from task specifications such input/output pairs, demonstrations, language instructions. In contrast, we aim to learn to synthesize programs solely from reward described by an MDP without other task specifications. Similarly to us, a two-stage synthesis method is proposed in [173]. Yet, the task is to match truth tables for given test programs rather than solve MDPs. Their first stage requires the entire ground-truth table for each program synthesized during training, which is infeasible to apply to our problem setup (i.e. synthesizing imperative programs for solving MDPs).

**Learning programmatic policies.** Prior works have also addressed the problem of learning programmatic policies [52, 326, 154]. Bastani, Pu, and Solar-Lezama [25] learns a decision tree as a programmatic policy for pong and cartpole environments by imitating an oracle neural policy. However, decision trees are incapable of representing repeating behaviors on their own. Silver et al. [278] addresses this by including a loop-style token for their decision tree policy, though it is still not as expressive as synthesized loops. Inala et al. [123] learns programmatic policies as finite state machines by imitating a teacher policy, although finite state machine complexity can scale quadratically with the number of states, making them difficult to scale to more complex behaviors.
Program $\rho := \text{DEF run m}( s m)$
Repetition $n := \text{Number of repetitions}$
Perception $h := \text{Domain-dependent perceptions}$
Condition $b := \text{perception h} | \text{not perception h}$
Action $a := \text{Domain-dependent actions}$
Statement $s := \text{while c}( b c) w( s w) | s_1; s_2 | a |$
repeat $R=n r( s r) | \text{if c}( b c) i( s i) |$
ifelse $c( b c) i( s_1 i) \text{ else e}( s_2 e)$

Figure 3.1: The domain specific language (DSL) for constructing programs.

Another line of work instead synthesizes programs structured in Domain-Specific Languages (DSLs), allowing humans to design tokens (e.g. conditions and operations) and control flows (e.g. while loops, if statements, reusable functions) to induce desired behaviors and can produce human interpretable programs. Verma et al. [308, 307] distill neural network policies into programmatic policies. Yet, the initial programs are constrained to a set of predefined program templates. This significantly limits the scope of synthesizable programs and requires designing such templates for each task. In contrast, our method can synthesize diverse programs, without templates, which can flexibly represent the complex behaviors required to solve various tasks.

3.3 Problem Formulation

We are interested in learning to synthesize a program structured in a given DSL that can be executed to solve a given task described by an MDP, purely from reward. In this section, we formally define our definition of a program and DSL, tasks described by MDPs, and the problem formulation.

**Program and Domain-Specific Language.** The programs, or programmatic policies, considered in this work are defined based on a DSL as shown in Figure 3.1. The DSL consists of control flows and an agent’s
perceptions and actions. A perception indicates circumstances in the environment (e.g. `frontIsClear()`) that can be perceived by an agent, while an action defines a certain behavior that can be performed by an agent (e.g. `move()`, `turnLeft()`). Control flow includes if/else statements, loops, and boolean/logical operators to compose more sophisticated conditions. A policy considered in this work is described by a program \( \rho \) which is executed to produce a sequence of actions given perceptions from the environment.

**MDP.** We consider finite-horizon discounted MDPs with initial state distribution \( \mu(s_0) \) and discount factor \( \gamma \). For a fixed sequence \( \{(s_0, a_0), ..., (s_t, a_t)\} \) of states and actions obtained from a rollout of a given policy, the performance of the policy is evaluated based on a discounted return \( \sum_{t=0}^{T} \gamma^t r_t \), where \( T \) is the horizon of the episode and \( r_t = R(s_t, a_t) \) the reward function.

**Objective.** Our objective is \( \max_{\rho} \mathbb{E}_{a \sim \text{EXEC}(\rho), s_0 \sim \mu} \left[ \sum_{t=0}^{T} \gamma^t r_t \right] \), where \( \text{EXEC} \) returns the actions induced by executing a program policy \( \rho \) in the environment. Note that one can view this objective as a special case of the standard RL objective, where the policy is represented as a program which follows the grammar of the DSL and the policy rollout is obtained by executing the program.

### 3.4 Approach

Our goal is to develop a framework that can synthesize a program (i.e. a programmatic policy) structured in a given DSL that can be executed to solve a task of interest. This requires the ability to synthesize a program that is not only valid for execution (e.g. grammatically correct) but also describes desired behaviors for solving the task from only the reward. Yet, learning to synthesize such a program from scratch for every new task can be difficult and inefficient.

To this end, we propose our **Learning Embeddings for lAtent Program Synthesis** framework, dubbed LEAPS, as illustrated in Figure 3.2. LEAPS first learns a latent program embedding space that continuously parameterizes diverse behaviors and a program decoder that decodes a latent program to a program consisting of a sequence of program tokens. Then, when a task is given, we iteratively search over this
Figure 3.2: (a) **Learning program embedding stage**: we propose to learn a program embedding space by training a program encoder $q_\phi$ that encodes a program as a latent program $z$, a program decoder $p_\theta$ that decodes the latent program $z$ back to a reconstructed program $\hat{\rho}$, and a policy $\pi$ that conditions on the latent program $z$ and acts as a neural program executor to produce the execution trace of the latent program $z$. The model optimizes a combination of a program reconstruction loss $L^P$, a program behavior reconstruction loss $L^R$, and a latent behavior reconstruction loss $L^L$. $a_1, a_2, ..., a_t$ denotes actions produced by either the policy $\pi$ or program execution. (b) **Latent program search stage**: we use the Cross Entropy Method to iteratively search for the best candidate latent programs that can be decoded and executed to maximize the reward to solve given tasks.

In the rest of this section, we describe how we construct the model and our learning objectives for the latent program embedding space in Section 3.4.1. Then, we present how a program that describes desired behaviors for a given task can be found through a search algorithm in Section 3.4.2.

### 3.4.1 Learning a Program Embedding Space

To learn a latent program embedding space, we propose to train a variational autoencoder (VAE) [141] that consists of a program encoder $q_\phi$ which encodes a program $\rho$ to a latent program $z$ and a program decoder $p_\theta$. The model optimizes a combination of a program reconstruction loss $L^P$, a program behavior reconstruction loss $L^R$, and a latent behavior reconstruction loss $L^L$. $a_1, a_2, ..., a_t$ denotes actions produced by either the policy $\pi$ or program execution.
\( p_\theta \) which reconstructs the program from the latent. Specifically, the VAE is trained through reconstruction of randomly generated programs and the behaviors they induce in the environment in an unsupervised manner. Architectural details are listed in Section 3.7.12.6.

Since we aim to iteratively search over the learned embedding space to achieve certain behaviors when a task is given, we want this embedding space to allow for smooth behavior interpolation (i.e. programs that exhibit similar behaviors are encoded closer in the embedding space). To this end, we propose to train the model by optimizing the following three objectives.

**3.4.1.1 Program Reconstruction**

To learn a program embedding space, we train a program encoder \( q_\phi \) and a program decoder \( p_\theta \) to reconstruct programs composed of sequences of program tokens. Given an input program \( \rho \) consisting of a sequence of program tokens, the encoder processes the input program one token at a time and produces a latent program embedding \( z \). Then, the decoder outputs program tokens one by one from the latent program embedding \( z \) to synthesize a reconstructed program \( \hat{\rho} \). Both the encoder and the decoder are recurrent neural networks and are trained to optimize the \( \beta \)-VAE [113] loss:

\[
L^{p}_{\theta,\phi}(\rho) = -E_{z \sim q_\phi(z|\rho)}[\log p_\theta(\rho|z)] + \beta D_{KL}(q_\phi(z|\rho)||p_\theta(z)). \tag{3.1}
\]

**3.4.1.2 Program Behavior Reconstruction**

While the loss in Equation 3.1 enforces that the model encodes syntactically similar programs close to each other in the embedding space, we also want to encourage programs with the same semantics to have similar program embeddings. An example that demonstrates the importance of this is the program aliasing issue, where different programs have identical program semantics (e.g. \texttt{repeat(2)}: \texttt{move()} and \texttt{move()} \texttt{move()}). Thus, we introduce an objective that compares the execution traces of the input program and the
reconstructed program. Since the program execution process is not differentiable, we optimize the model via REINFORCE [325]:

$$L_{\theta, \phi}^R(\rho) = -E_{z \sim q_{\phi}(z|\rho)}[R_{\text{mat}}(p_{\theta}(\rho|z), \rho)],$$

(3.2)

where $R_{\text{mat}}(\hat{\rho}, \rho)$, the reward for matching the input program’s behavior, is defined as

$$R_{\text{mat}}(\hat{\rho}, \rho) = E_{\mu} \left[ \frac{1}{N} \sum_{t=1}^{N} \mathbb{1}\{\text{EXEC}_i(\hat{\rho}) == \text{EXEC}_i(\rho) \forall i = 1, 2, ...t\} \right],$$

(3.3)

where $N$ is the maximum of the lengths of the execution traces of both programs, and $\text{EXEC}_i(\rho)$ represents the action taken by program $\rho$ at time $i$. Thus this objective encourages the model to embed behaviorally similar yet possibly syntactically different programs to similar latent programs.

### 3.4.1.3 Latent Behavior Reconstruction

To further encourage learning a program embedding space that allows for smooth behavior interpolation, we devise another source of supervision by learning a program embedding-conditioned policy. Denoted $\pi(a|z, s_t)$, this recurrent policy takes the program embedding $z$ produced by the program encoder and learns to predict corresponding agent actions. One can view this policy as a neural program executor that allows gradient propagation through the policy and the program encoder by optimizing the cross entropy between the actions obtained by executing the input program $\rho$ and the actions predicted by the policy:

$$L_{\pi}^L(\rho, \pi) = -E_{\mu} \sum_{t=1}^{M} \sum_{i=1}^{A} \mathbb{1}\{\text{EXEC}_i(\hat{\rho}) == \text{EXEC}_i(\rho)\} \log \pi(a_i|z, s_t)],$$

(3.4)

where $M$ denotes the length of the execution of $\rho$. Optimizing this objective directly encourages the program embeddings, through supervised learning instead of RL as in $L^R$, to be useful for action reconstruction, thus further ensuring that similar behaviors are encoded together and allowing for smooth interpolation.
Note that this policy is only used for improving learning the program embedding space not for solving the tasks of interest in the later stage.

In summary, we propose to optimize three sources of supervision to learn the program embedding space that allows for smooth interpolation and can be used to search for desired agent behaviors: (1) $L^P$ (Equation 3.1), the $\beta$-VAE objective for program reconstruction, (2) $L^R$ (Equation 3.2), an RL environment-state matching loss for the reconstructed program, and (3) $L^L$ (Equation 3.4), a supervised learning loss to encourage predicting the ground-truth agent action sequences. Thus our combined objective is:

$$\min_{\theta, \phi, \pi} \lambda_1 L^p_{\theta, \phi}(\rho) + \lambda_2 L^r_{\theta, \phi}(\rho) + \lambda_3 L^l_{\pi}(\rho, \pi),$$

(3.5)

where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are hyperparameters controlling the importance of each loss. Optimizing the combination of these losses encourages the program embedding to be both semantically and syntactically informative. More training details can be found in Section 3.7.12.6.

### 3.4.2 Latent Program Search: Synthesizing a Task-Solving Program

Once the program embedding space is learned, our goal becomes searching for a latent program that maximizes the reward described by a given task MDP. To this end, we adapt the Cross Entropy Method (CEM) [253], a gradient-free continuous search algorithm, to iteratively search over the program embedding space. Specifically, we (1) sample a distribution of latent programs, (2) decode the sampled latent programs into programs using the learned program decoder $p_\theta$, (3) execute the programs in the task environment and obtain the corresponding rewards, and (4) update the CEM sampling distribution based on the rewards. This process is repeated until either convergence or the maximum number of sampling steps has been reached.
Figure 3.3: The Karel problem set: the domain features an agent navigating through a gridworld with walls and interacting with markers, allowing for designing tasks that demand certain behaviors. The tasks are further described in Section 3.7.11 with visualizations in Figure 3.18.

3.5 Experiments

We first introduce the environment and the tasks in Section 3.5.1 and describe the experimental setup in Section 3.5.2. Then, we justify the design of LEAPS by conducting extensive ablation studies in Section 3.5.3. We describe the baselines used for comparison in Section 3.5.4, followed by the experimental results presented in Section 3.5.5. In Section 3.5.6, we conduct experiments to evaluate the ability of our method to generalize to a larger state space without further learning. Finally, we investigate how LEAPS’ interpretability can be leveraged by conducting experiments that allow humans to debug and improve the programs synthesized by LEAPS in Section 3.5.7.

3.5.1 Karel Domain

To evaluate the proposed framework, we consider the Karel domain [226], as featured in [35, 273, 287], which features an agent navigating through a gridworld with walls and interacting with markers. The agent has 5 actions for moving and interacting with marker and 5 perceptions for detecting obstacles and markers. The tasks of interest are shown in Figure 3.3. Note that most tasks have randomly sampled agent, wall, marker, and/or goal configurations. When either training or evaluating, we randomly sample initial configurations upon every episode reset. More details can be found in Section 3.7.11.
3.5.2 Programs

To produce programs for learning the program embedding space, we randomly generated a dataset of 50,000 unique programs. Note that the programs are generated independently of any Karel tasks; each program is created only by sampling tokens from the DSL, similar to the procedures used in [63, 35, 46, 273, 287, 55]. This dataset is split into a training set with 35,000 programs a validation set with 7,500 programs, and a testing set with 7,500 programs. The validation set is used to select the learned program embedding space to use for the program synthesis stage.

For each program, we sample random Karel states and execute the program on them from different starting states to obtain 10 environment rollouts to compute the program behavior reconstruction loss $L^R$ and the latent behavior reconstruction loss $L^L$ when learning the program embedding space. We perform checks to ensure rollouts cover all execution branches in the program so that they are representative of all aspects of the program’s behavior. The maximum length of the programs is 44 tokens and the average length is 17.9. We plot a histogram of their lengths in Figure 3.17 (in Appendix). More dataset generation details can be found in Section 3.7.10.

3.5.3 Ablation Study

We first ablate various components of our proposed framework in order to (1) justify the necessity of the proposed two-stage learning scheme and (2) identify the effects of the proposed objectives. We consider the following baselines and ablations of our method (illustrated Section 3.7.9).

- Naïve: a program synthesis baseline that learns to directly synthesize a program from scratch by recurrently predicting a sequence of program tokens. This baseline investigates if an end-to-end learning method can solve the problem. More details can be found in Section 3.7.12.4.
• LEAPS-P: the simplest ablation of LEAPS, in which the program embedding space is learned by only optimizing the program reconstruction loss $L^P$ (Equation 3.1).

• LEAPS-P+R: an ablation of LEAPS which optimizes both the program reconstruction loss $L^P$ (Equation 3.1) and the program behavior reconstruction loss $L^R$ (Equation 3.2).

• LEAPS-P+L: an ablation of LEAPS which optimizes both the program reconstruction loss $L^P$ (Equation 3.1) and the latent behavior reconstruction loss $L^L$ (Equation 3.4).

• LEAPS (LEAPS-P+R+L): LEAPS with all the losses, optimizing our full objective in Equation 3.5.

• LEAPS-rand-{8/64}: similar to LEAPS, this ablation also optimizes the full objective (Equation 3.5) for learning the program embedding space. Yet, when searching latent programs, instead of CEM, it simply randomly samples 8/64 candidate latent programs and chooses the best performing one. These baselines justify the effectiveness of using CEM for searching latent programs.

Table 3.1: Program behavior reconstruction rewards (standard deviations) across all methods.

<table>
<thead>
<tr>
<th></th>
<th>WHILE</th>
<th>IFELSE+WHILE</th>
<th>2IF+IFELSE</th>
<th>WHILE+2IF+IFELSE</th>
<th>Avg Reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve</td>
<td>0.65 (0.33)</td>
<td>0.83 (0.07)</td>
<td>0.61 (0.33)</td>
<td>0.16 (0.06)</td>
<td>0.56</td>
</tr>
<tr>
<td>LEAPS-P</td>
<td>0.95 (0.13)</td>
<td>0.82 (0.08)</td>
<td>0.58 (0.35)</td>
<td>0.33 (0.17)</td>
<td>0.67</td>
</tr>
<tr>
<td>LEAPS-P+R</td>
<td>0.98 (0.09)</td>
<td>0.77 (0.05)</td>
<td>0.63 (0.25)</td>
<td>0.52 (0.27)</td>
<td>0.72</td>
</tr>
<tr>
<td>LEAPS-P+L</td>
<td>1.06 (0.00)</td>
<td>0.84 (0.10)</td>
<td>0.77 (0.23)</td>
<td>0.33 (0.13)</td>
<td>0.75</td>
</tr>
<tr>
<td>LEAPS-rand-8</td>
<td>0.62 (0.24)</td>
<td>0.49 (0.09)</td>
<td>0.36 (0.18)</td>
<td>0.28 (0.14)</td>
<td>0.44</td>
</tr>
<tr>
<td>LEAPS-rand-64</td>
<td>0.78 (0.22)</td>
<td>0.63 (0.09)</td>
<td>0.55 (0.20)</td>
<td>0.37 (0.09)</td>
<td>0.58</td>
</tr>
<tr>
<td>LEAPS</td>
<td>1.06 (0.08)</td>
<td><strong>0.87 (0.13)</strong></td>
<td><strong>0.85 (0.30)</strong></td>
<td><strong>0.57 (0.23)</strong></td>
<td><strong>0.84</strong></td>
</tr>
</tbody>
</table>

Program Behavior Reconstruction. To determine the effectiveness of the proposed two-stage learning scheme and the learning objectives, we measure how effective each ablation is at reconstructing the behaviors of input programs. We use programs from the test set (shown in Figure 3.11 in Appendix), and utilize the environment state matching reward $R_{\text{mat}}(\hat{\rho}, \rho)$ (Equation 3.3), with a 0.1 bonus for synthesizing a syntactically correct program. Thus the return ranges between $[0, 1.1]$. We report the mean cumulative return, over 5 random seeds, of the final programs after convergence.
The results are reported in Table 3.1. Each test is named after its control flows (e.g. IFELSE+WHILE has an if-else statement and a while loop). The naïve program synthesis baseline fails on the complex WHILE+2IF+IFELSE program, as it rarely synthesizes conditional and loop statements, instead generating long sequences of action tokens that attempt to replicate the desired behavior of those statements (see synthesized programs in Figure 3.12). We believe that this is because it is incentivized to initially predict action tokens to gain more immediate reward, making it less likely to synthesize other tokens. LEAPS and its variations perform better and synthesize more complex programs, demonstrating the importance of the proposed two-stage learning scheme in biasing program search. We also note that LEAPS-P achieves the worst performance out of the CEM search LEAPS ablations, indicating that optimizing the program reconstruction loss \( L^P \) (the VAE loss) alone does not yield satisfactory results. Jointly optimizing \( L^P \) with either the program behavior reconstruction loss \( L^R \) or the latent behavior reconstruction loss \( L^L \) improves the performance, and optimizing our full objective with all three achieves the best performance across all tasks, indicating the effectiveness of the proposed losses. Finally, LEAPS outperforms LEAPS-rand-8/64, suggesting the necessity of adopting better search algorithms such as CEM.

**Program Embedding Space Smoothness.**

We investigate if the program and latent behavior reconstruction losses encourage learning a behaviorally smooth embedding space. To quantify behavioral smoothness, we measure how much a change in the embedding space corresponds to a change in behavior by comparing execution traces. For all programs we compute the pairwise Euclidean distance between their embeddings in each model. We then calculate the environment state matching distance \( R_{\text{mat}} \) between the decoded programs by executing them from the same initial state.

Table 3.2: Program embedding space smoothness. For each program, we execute the ten nearest programs in the learned embedding space of each model to calculate the mean state-matching reward \( R_{\text{mat}} \) against the original program. We report \( R_{\text{mat}} \) averaged over all programs in each dataset.

<table>
<thead>
<tr>
<th></th>
<th>LEAPS-P</th>
<th>LEAPS-P+R</th>
<th>LEAPS-P+L</th>
<th>LEAPS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TRAINING</strong></td>
<td>0.22</td>
<td>0.22</td>
<td><strong>0.31</strong></td>
<td><strong>0.31</strong></td>
</tr>
<tr>
<td><strong>VALIDATION</strong></td>
<td>0.22</td>
<td>0.21</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>TESTING</strong></td>
<td>0.22</td>
<td>0.22</td>
<td><strong>0.28</strong></td>
<td>0.27</td>
</tr>
</tbody>
</table>
The results are reported in Table 3.2. LEAPS and LEAPS-P+L perform the best, suggesting that optimizing the latent behavior reconstruction objective $L_l$, in Equation 3.4, is essential for improving the smoothness of the latent space in terms of execution behavior. We further analyze and visualize the learned program embedding space in Section 3.7.1 and Figure 3.4 (in Appendix).

3.5.4 Baselines

We evaluate LEAPS against the following baselines (illustrated in Figure 3.16 in Appendix Section 3.7.9).

- **DRL**: a neural network policy trained on each task and taking raw states (Karel grids) as input.

- **DRL-abs**: a recurrent neural network policy directly trained on each Karel task but taking *abstract* states as input (*i.e.* it sees the same perceptions as LEAPS, *e.g.* `frontIsClear()==true`).

- **DRL-abs-t**: a DRL transfer learning baseline in which for each task, we train DRL-abs policies on all other tasks, then fine-tune them on the current task. Thus it acquires a prior by learning to first solve other Karel tasks. Rewards are reported for the policies from the task that transferred with highest return. We only transfer DRL-abs policies as some tasks have different state spaces.

- **HRL**: a hierarchical RL baseline in which a VAE is first trained on action sequences from program execution traces used by LEAPS. Once trained, the decoder is utilized as a low-level policy for learning a high-level policy to sample actions from. Similar to LEAPS, this baseline utilizes the dataset to produce a prior of the domain. It takes raw states (Karel grids) as input.

- **HRL-abs**: the same method as HRL but taking abstract states (*i.e.* local perceptions) as input.

- **VIPER [25]**: A decision-tree programmatic policy which imitates the behavior of a deep RL teacher policy via a modified DAGger algorithm [251]. This decision tree policy cannot synthesize loops, allowing us to highlight the performance advantages of more expressive program representation that LEAPS is able to take advantage of.
Table 3.3: Mean return (standard deviation) of all methods across Karel tasks, evaluated over 5 random seeds. DRL methods, program synthesis baselines, and LEAPS ablations are separately grouped.

<table>
<thead>
<tr>
<th>Method</th>
<th>StairClimber</th>
<th>FourCorner</th>
<th>TopOff</th>
<th>Maze</th>
<th>CleanHouse</th>
<th>Harvester</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRL</td>
<td>1.00 (0.00)</td>
<td>0.29 (0.05)</td>
<td>0.32 (0.07)</td>
<td>1.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td><strong>0.90 (0.10)</strong></td>
</tr>
<tr>
<td>DRL-abs</td>
<td>0.13 (0.29)</td>
<td>0.36 (0.44)</td>
<td>0.63 (0.23)</td>
<td><strong>1.00 (0.00)</strong></td>
<td>0.01 (0.02)</td>
<td>0.32 (0.18)</td>
</tr>
<tr>
<td>DRL-abs-t</td>
<td>0.00 (0.00)</td>
<td>0.05 (0.10)</td>
<td>0.17 (0.11)</td>
<td><strong>1.00 (0.00)</strong></td>
<td>0.01 (0.02)</td>
<td>0.16 (0.18)</td>
</tr>
<tr>
<td>HRL</td>
<td>-0.51 (0.17)</td>
<td>0.01 (0.00)</td>
<td>0.17 (0.11)</td>
<td>0.62 (0.05)</td>
<td>0.01 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>HRL-abs</td>
<td>-0.05 (0.07)</td>
<td>0.00 (0.00)</td>
<td>0.19 (0.12)</td>
<td>0.56 (0.03)</td>
<td>0.00 (0.00)</td>
<td>-0.03 (0.02)</td>
</tr>
<tr>
<td>Naïve</td>
<td>0.40 (0.49)</td>
<td>0.13 (0.15)</td>
<td>0.26 (0.27)</td>
<td>0.76 (0.43)</td>
<td>0.07 (0.09)</td>
<td>0.21 (0.25)</td>
</tr>
<tr>
<td>VIPER</td>
<td>0.02 (0.02)</td>
<td>0.40 (0.42)</td>
<td>0.30 (0.06)</td>
<td>0.69 (0.05)</td>
<td>0.00 (0.00)</td>
<td>0.51 (0.07)</td>
</tr>
<tr>
<td>LEAPS-rand-8</td>
<td>0.10 (0.17)</td>
<td>0.10 (0.14)</td>
<td>0.28 (0.05)</td>
<td>0.40 (0.50)</td>
<td>0.00 (0.00)</td>
<td>0.07 (0.06)</td>
</tr>
<tr>
<td>LEAPS-rand-64</td>
<td>0.18 (0.40)</td>
<td>0.20 (0.11)</td>
<td>0.33 (0.07)</td>
<td>0.58 (0.41)</td>
<td>0.03 (0.06)</td>
<td>0.12 (0.05)</td>
</tr>
<tr>
<td>LEAPS</td>
<td><strong>1.00 (0.00)</strong></td>
<td><strong>0.45 (0.40)</strong></td>
<td><strong>0.81 (0.07)</strong></td>
<td><strong>1.00 (0.00)</strong></td>
<td><strong>0.18 (0.14)</strong></td>
<td><strong>0.45 (0.28)</strong></td>
</tr>
</tbody>
</table>

All the baselines are trained with PPO [265] or SAC [104], including the VIPER teacher policy. More training details can be found in Section 3.7.12.

### 3.5.5 Results

We present the results of the baselines and our method evaluated on the Karel task set based on the environment rewards in Table 3.3. The reward functions are sparse for all tasks, and are normalized such that the final cumulative return is within \([-1, 1]\) for tasks with penalties and \([0, 1]\) for tasks without; reward functions for each task are detailed in Section 3.7.11.

**Overall Task Performance.** Across all but one task, LEAPS yields the best performance. The LEAPS-rand baselines perform significantly worse than LEAPS on all Karel tasks, demonstrating the need for using a search algorithm like CEM during synthesis. The performance of VIPER is bounded by its RL teacher policy, and therefore is outperformed by the DRL baselines on most of the tasks. Meanwhile, DRL-abs-t is generally unable to improve upon DRL-abs across the board, suggesting that transferring Karel behaviors with RL from one task to another is ineffective. Furthermore, both the HRL baselines achieve poor performance, likely because agent actions alone provide insufficient supervision for a VAE to encode useful action trajectories on unseen tasks—unlike programs. Finally, the poor performance of the naïve
program synthesis baseline highlights the difficulty and inefficiency of learning to synthesize programs from scratch using only rewards. In the appendix, we present programs synthesized by LEAPS in Figure 3.14, example optimal programs for each task in Section 3.7.6 (Figure 3.11), rollout visualizations in Figure 3.19, and additional results analysis in Section 3.7.8.

**Repetitive Behaviors.** Solving STAIRCLIMBER and FOURCORNER requires acquiring repetitive (or looping) behaviors. STAIRCLIMBER, which can be solved by repeating a short, 4-step stair-climbing behavior until the goal marker is reached, is not solved by DRL-abs. LEAPS fully solves the task given the same perceptions, as this behavior can be simply represented with a while loop that repeats the stair-climbing skill. However VIPER performs poorly as its decision tree cannot represent such loops. Similarly, the baselines are unable to perform as well on FOURCORNER, a task in which the agent must pickup a marker located in each corner of the grid. This behavior takes at least 14 timesteps to complete, but can be represented by two nested loops. Similar to STAIRCLIMBER, the bias introduced by the DSL and our generated dataset (which includes nested loops), results in LEAPS being able to perform much better.

**Exploration.** TopOFF rewards the agent for adding markers to locations with existing markers. However, there are no restrictions for the agent to wander elsewhere around the environment, thus making exploration a problem for the RL baselines, and thereby also constraining VIPER. LEAPS performs best on this task, as the ground-truth program can be represented by a simple loop that just moves forward and places markers when a marker is detected. MAZE also involves exploration, however its small size (8 × 8) results in many methods, including LEAPS, solving the task.

**Complexity.** Solving HARVESTER and CLEANHOUSE requires acquiring complex behaviors, resulting in poor performance from all methods. CLEANHOUSE requires an agent to navigate through a house and pick up all markers along the walls on the way. This requires repeated execution of a skill, of varied length, which navigates around the house, turns into rooms, and picks up markers. As such, all baselines perform very poorly. However, LEAPS is able to perform substantially better because these behaviors
can be represented by a program of medium complexity with a while loop and some nested conditional statements. On the other hand, Harvester involves simply navigating to and picking up a marker on every spot on the grid. However, this is a difficult program to synthesize given our random dataset generation process; the program we manually derive to solve Harvester is long and more syntactically complex than most training programs. As a result, DRL and VIPER outperform LEAPS on this task.

**Learned Program Embedding Space.** More analysis on our learned program embedding space can be found in the appendix. We present CEM search trajectory visualizations in Section 3.7.2, demonstrating how the search population’s rewards change over time. To qualitatively investigate the smoothness of the learned program embedding space, we linearly interpolate between pairs of latent programs and display their corresponding decoded programs in Section 3.7.3. In Section 3.7.4, we illustrate how predicted programs evolve over the course of CEM search.

### 3.5.6 Generalization

We are also interested in learning whether the baselines and the programs synthesized by LEAPS can generalize to novel scenarios without further learning. Specifically, we investigate how well they can generalize to larger state spaces. We expand both StairClimber and Maze to $100 \times 100$ grid sizes (from $12 \times 12$ and $8 \times 8$, respectively). We directly evaluate the policies or programs obtained from the original tasks with smaller state spaces for all methods except DRL (its observation space changes), which we retrain from scratch. The results are shown in Table 3.4. All baselines perform significantly worse than before on both tasks. On the contrary, the programs synthesized by LEAPS for the smaller task instances achieve zero-shot generalization to larger task instances without

<table>
<thead>
<tr>
<th></th>
<th>StairClimber</th>
<th>Maze</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRL</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>DRL-abs</td>
<td>0.00 (0.00)</td>
<td>0.04 (0.05)</td>
</tr>
<tr>
<td>VIPER</td>
<td>0.00 (0.00)</td>
<td>0.10 (0.12)</td>
</tr>
<tr>
<td>LEAPS</td>
<td><strong>1.00 (0.00)</strong></td>
<td><strong>1.00 (0.00)</strong></td>
</tr>
</tbody>
</table>
losing any performance. Larger grid size experiments for the other Karel tasks and additional unseen configuration experiments can be found in Section 3.7.7.

### 3.5.7 Interpretability

Interpretability in machine learning [172, 271] is particularly crucial when it comes to learning a policy that interacts with the environment [350, 112, 83, 106, 255, 29, 297, 17]. The proposed framework produces programmatic policies that are interpretable from the following aspects as outlined in [271].

- **Trust:** interpretable machine learning methods and models may more easily be trusted since humans tend to be reluctant to trust systems that they do not understand. Programs synthesized by LEAPS can naturally be better trusted since one can simply read and interpret them.

- **Contestability:** the program execution traces produce a chain of reasoning for each action, providing insights on the induced behaviors and thus allowing for contesting improper decisions.

- **Safety:** synthesizing readable programs allows for diagnosing issues earlier (i.e. before execution) and provides opportunities to intervene, which is especially critical for safety-critical tasks.

In the rest of this section, we investigate how the proposed framework enjoys interpretability from the three aforementioned aspects. Specifically, synthesized programs are not only readable to human users but also interactive, allowing non-expert users with a basic understanding of programming to diagnose and make edits to improve their performance. To demonstrate this, we asked non-expert humans to read, interpret, and edit suboptimal LEAPS policies to improve their performance. Participants edited LEAPS programs on 3 Karel tasks with suboptimal reward: TopOff, FourCorner, and Harvester. With just 3 edits, participants obtained a mean reward improvement of 97.1%, and with 5 edits, participants improved it by 125%. This justifies how our synthesized policies can be manually diagnosed and improved, a property which DRL methods lack. More details and discussion can be found in Section 3.7.5.
3.6 Discussion

We propose a framework for solving tasks described by MDPs by producing programmatic policies that are more interpretable and generalizable than neural network policies learned by deep reinforcement learning methods. Our proposed framework adopts a flexible program representation and requires only minimal supervision compared to prior programmatic reinforcement learning and program synthesis works. Our proposed two-stage learning scheme not only alleviates the difficulty of learning to synthesize programs from scratch but also enables reusing its learned program embedding space for various tasks. The experiments demonstrate that our proposed framework outperforms DRL and programmatic baselines on a set of Karel tasks by producing expressive and generalizable programs that can consistently solve the tasks. Ablation studies justify the necessity of the proposed two-stage learning scheme as well as the effectiveness of the proposed learning objectives.

While the proposed framework achieves promising results, we would like to acknowledge two assumptions that are implicitly made in this work. First, we assume the existence of a program executor that can produce execution traces of programs. This program executor needs to be able to return perceptions from the environment state as well as apply actions to the environment. While this assumption is widely made in program synthesis works, a program executor can still be difficult to obtain when it comes to real-world robotic tasks. Fortunately, in research fields such as computer vision or robotics, a great amount of effort has been put into satisfying this assumption such as designing modules that can return high-level abstraction of raw sensory input (e.g. with object detection networks, proximity/tactile sensors, etc.).

Secondly, we assume that it is possible to generate a distribution of programs whose behaviors are at least remotely related to the desired behaviors for solving the tasks of interest. It can be difficult to synthesize programs which represent behaviors that are more complex than ones in the training program distribution, although one possible solution is to employ a better program generation process to generate programs that induce more complex behaviors. Also, the choice of DSL plays an important role in how
complex the programs can be. Ideally, employing a more complex DSL would allow our proposed framework to synthesize more advanced agent behaviors.

In the future, we hope to extend the proposed framework to more challenging domains such as real-world robotics. We believe this framework would allow for deploying robust, interpretable policies for safety-critical tasks such as robotic surgeries. One way to make LEAPS applicable to robotics domains would be to simultaneously learn perception modules and action controllers. Other possible solutions include incorporating program execution methods [11, 216, 288, 337, 160, 351] that are designed to allow program execution or designing DSLs that allow pre-training of perception modules and action controllers. Also, the proposed framework shares some characteristics with works in multi-task RL [216, 11, 295, 299, 281, 124, 232] and meta-learning [280, 315, 311, 77, 316, 45, 158, 212, 239, 49]. Specifically, it learns a program embedding space from a distribution of tasks/programs. Once the program embedding space is learned, it can be reused to solve different tasks without retraining.

Yet, extending LEAPS to such domains can potentially lead to some negative societal impacts. For example, our framework can still capture unintended bias during learning or suffer from adversarial attacks. Furthermore, policies deployed in the real world can cause great economic impact by causing job losses in some sectors. Therefore, we would encourage further work to investigate the biases, safety issues, and potential economic impacts to ensure that the deployment in the field does not cause far-reaching, negative societal impacts.

3.7 Appendix

3.7.1 Program Embedding Space Visualizations

In this section, we present and analyze visualizations providing insights on the program embedding spaces learned by LEAPS and its variations. To investigate the learned program embedding space, we perform
dimensionality reduction with PCA [130] to embed the following data to a 2D space for visualizations shown in Figure 3.4:

- Latent programs from the training dataset encoded by a learned encoder $q_\phi$, visualized as blue scatters. There are 35k training programs.

- Samples drawn from a normal distribution $\mathcal{N}(0, 1)$, visualized as green scatters. This is to show how a distribution would look like if the embedding space is learned by using a highly weighted KL-divergence penalty (i.e. a large $\beta$ value the VAE loss). We compared this against the latent program distribution learned by our method to justify the effectiveness of the proposed objectives: the program behavior reconstruction loss ($L^R$) and the latent behavior reconstruction loss ($L^L$).

- Ground-truth (GT) test programs from the testing dataset, encoded by a learned decoder $q_\phi$, visualized as plus signs (+) with different colors. We selected 4 test programs.

- Reconstructed programs which are predicted (Pred) by each method given visualized as crosses ($\times$) with different colors. Since there are 4 test programs selected, 4 reconstructed programs are visualized. Each pair of test program and predicted program is visualized with the same color. These predicted (i.e. synthesized) programs are also shown in Figure 3.12.

**Embedding Space Coverage.** Even though the testing programs are not in the training program dataset, and therefore are unseen to models, their embedding vectors still lie in the distribution learned by all the models. This indicates that the learned embedding spaces cover a wide distribution of programs.

**Latent Program Distribution vs. Normal Distribution.** We now compare two distributions: the latent program distribution formed by encoding all the training programs to the program embedding space and a normal distribution $\mathcal{N}(0, 1)$. One can view the normal distribution as the distribution obtained by heavily enforcing the weight of the KL-divergence term when training a VAE model. We discuss the shape of the latent program distribution in the learned program embedding space as follows:
• LEAPS-P: since LEAPS+P simply optimizes the $\beta$-VAE loss (the program reconstruction loss $L^P$), which puts a lot of emphasis on the KL-divergence term, the shape of the latent program distribution is very similar to a normal distribution as shown in Figure 3.4 (a).

• LEAPS-P+R: while LEAPS+P+R additionally optimizes the program behavior reconstruction loss $L^R$, the shape of the latent program distribution is still similar to a normal distribution, as shown in Figure 3.4 (b). We hypothesize that it is because the program behavior reconstruction loss alone might not be strong or explicit enough to introduce a change.

• LEAPS-P+L: the shape of the latent program distribution in the program embedding space learned by LEAPS+P+L is significantly different from a normal distribution, as shown in Figure 3.4 (c). This suggest that employing the latent behavior reconstruction loss $L^L$ dramatically contributes to the learning. We believe it is because the latent behavior reconstruction loss is optimized with direct gradients and therefore provides a stronger learning signal especially compared to the program behavior reconstruction loss $L^R$, which is optimized using REINFORCE [325].

• LEAPS (LEAPS-P+R+L): LEAPS optimizes the full objective that includes all three proposed objectives and form a similar distribution shape as the one learned by LEAPS+P+L. However, the distance between each pair of the ground-truth testing program and the predicted program is much closer in the program embedding space learned by LEAPS compared to the space learned by LEAPS+P+L. This justifies the effectiveness of the proposed program behavior reconstruction loss $L^R$, which can bring the programs with similar behaviors closer in the embedding space.

Summary. The visualizations of the program embedding spaces learned by LEAPS and its ablations qualitatively justify the effectiveness of the proposed learning objectives, as complementary to the quantitative results presented in the main paper.
3.7.2 Cross Entropy Method Trajectory Visualization

As described in the main paper, once the program embedding space is learned by LEAPS, our goal becomes searching for a latent program that maximizes the reward described by a given task MDP. To this end, we adapt the Cross Entropy Method (CEM) [253], a gradient-free continuous search algorithm, to iteratively search over the program embedding space. Specifically, we iteratively perform the following steps:

1. Sample a distribution of candidate latent programs.
2. Decode the sampled latent programs into programs using the learned program decoder \( p_{\theta} \).
3. Execute the programs in the task environment and obtain the corresponding rewards.
4. Update the CEM sampling distribution based on the rewards.

This process is repeated until either convergence or the maximum number of sampling steps has been reached.

We perform dimensionality reduction with PCA [130] to embed the following data to a 2D space; the visualizations of CEM trajectories are shown in Figure 3.5 and Figure 3.6:

- Latent programs from the training dataset encoded by a learned encoder \( q_{\phi} \), visualized as blue scatters. There are 35k training programs. This is to visualize the shape of the program distribution in the learned program embedding space. This is also visualized in Figure 3.4.

- Ground-truth (GT) programs that exhibit optimal behaviors for solving the Karel tasks, visualized as red stars (⋆). Ideally, the CEM population should iteratively move toward where the GT programs are located.

- CEM population is a batch of sampled candidate latent programs at each iteration, visualized as red scatters. Each candidate latent program can be decoded as a program that can be executed in the...
task environment to obtain a reward. By averaging the reward obtained by every candidate latent program, we can calculate the average reward of this population and show it in the figures as Avg. Reward.

- CEM Next Center, visualized as cross signs (×), indicates the center vector around which the next batch of candidate latent programs will be sampled. This vector is calculated based on a set of candidate latent programs that achieve best reward (i.e. elite samples) at each iteration. In this case, it is a weighted average based on the reward each candidate gets from its execution.

From Figure 3.5, we observe that both the average reward of the entire population and the reward of the next candidate program (CEM Next Center) consistently increase as the number of iterations increases, justifying the effectiveness of CEM. Moreover, we observe that the CEM population gradually moves toward where the ground-truth program is located, which aligns well with the fact that our proposed framework can reliably synthesize task-solving programs.

Yet, the populations might not always exactly converge to where the ground-truth latent program is. We hypothesize this could be attributed to the following reasons:

1. CEM convergence: while the CEM search converges, it can still be suboptimal. Since the search terminates when the next candidate latent program obtains the maximum reward (1.1 as shown in the figure) for 10 iterations, it might not exactly converge to where a ground-truth program is.

2. Dimensionality reduction: we visualized the trajectories and programs by performing dimensionality reduction from 256 to 2 dimensions with PCA, which could cause visual distortions.

3. Suboptimal learned program embedding space: while we aim to learn a program embedding space where all the programs inducing the same behaviors are mapped to the same spot in the embedding space, it is still possible that programs that induce the desired behavior can distribute to more than one
Table 3.5: Decoded linear interpolations of programs close to each other in the latent space.

<table>
<thead>
<tr>
<th>Latent Program</th>
<th>Decoded Program</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>START</strong></td>
<td>DEF run m( turnRight move WHILE c( frontIsClear c) w( move w) WHILE c( not c( frontIsClear c) c) i( move i) m)</td>
</tr>
<tr>
<td>1</td>
<td>DEF run m( turnRight move WHILE c( frontIsClear c) w( move w) WHILE c( not c( frontIsClear c) c) w( move w) IF c( not c( frontIsClear c) c) i( move i) m)</td>
</tr>
<tr>
<td>2</td>
<td>DEF run m( turnRight move WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( move i) m)</td>
</tr>
<tr>
<td>3</td>
<td>DEF run m( turnRight move WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( move i) m)</td>
</tr>
<tr>
<td>4</td>
<td>DEF run m( turnRight move WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( move i) m)</td>
</tr>
<tr>
<td>5</td>
<td>DEF run m( turnRight move WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( move i) m)</td>
</tr>
<tr>
<td>6</td>
<td>DEF run m( turnRight move turnLeft WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( putMarker i) m)</td>
</tr>
<tr>
<td>7</td>
<td>DEF run m( turnRight move turnLeft WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( putMarker i) m)</td>
</tr>
<tr>
<td><strong>END</strong></td>
<td>DEF run m( turnRight move turnLeft WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( putMarker i) m)</td>
</tr>
</tbody>
</table>

location in a learned program embedding space. Therefore, CEM search can converge to somewhere that is different from the ground-truth latent program.

On the other hand, the CEM trajectory shown in Figure 3.6 does not converge and terminates when reaching the maximum number of iterations. The ground-truth program lies far away from the initial sampled distribution, which might contribute to the difficulty of converging. This aligns with the relatively unsatisfactory performance achieved by LEAPS. Employing a more sophisticated searching algorithm or conducting a more thorough hyperparameter search could potentially improve the performance but it is not the main focus of this work.

### 3.7.3 Program Embedding Space Interpolations

To learn a program embedding space that allows for smooth interpolation, we propose three sources of supervision. We aim to verify the effectiveness of it by investigating interpolations in the learned program.
Table 3.6: Decoded linear interpolations of programs far from each other in the latent space.

<table>
<thead>
<tr>
<th>Latent Program</th>
<th>Decoded Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>START</td>
<td><code>DEF run m( turnRight turnLeft turnLeft move turnRight putMarker move m)</code></td>
</tr>
<tr>
<td>1</td>
<td><code>DEF run m( turnRight turnLeft turnLeft move turnRight putMarker move m)</code></td>
</tr>
<tr>
<td>2</td>
<td><code>DEF run m( turnRight turnLeft turnLeft move WHILE c( frontIsClear c) w( putMarker w) turnRight move m)</code></td>
</tr>
<tr>
<td>3</td>
<td><code>DEF run m( turnRight turnLeft move turnLeft WHILE c( frontIsClear c) w( putMarker w) move m)</code></td>
</tr>
<tr>
<td>4</td>
<td><code>DEF run m( turnRight turnLeft move WHILE c( frontIsClear c) w( turnLeft w) IF c( not c( frontIsClear c) c) i( move i) m)</code></td>
</tr>
<tr>
<td>5</td>
<td><code>DEF run m( turnRight move turnLeft WHILE c( frontIsClear c) w( move w) IF c( not c( frontIsClear c) c) i( putMarker i) m)</code></td>
</tr>
<tr>
<td>6</td>
<td><code>DEF run m( move turnRight turnLeft move WHILE c( frontIsClear c) w( IF c( not c( rightIsClear c) c) i( putMarker i) w) m)</code></td>
</tr>
<tr>
<td>7</td>
<td><code>DEF run m( move turnRight turnLeft move WHILE c( frontIsClear c) w( IF c( not c( rightIsClear c) c) i( turnLeft i) w) m)</code></td>
</tr>
<tr>
<td>8</td>
<td><code>DEF run m( move turnRight move WHILE c( frontIsClear c) w( IF c( not c( rightIsClear c) c) i( turnLeft i) w) m)</code></td>
</tr>
</tbody>
</table>

embedding space. To this end, we follow the procedure described below to produce results shown in Table 3.5 and Table 3.6.

1. Sampling a pair of programs from the dataset (START program and END program).

2. Encoding the two programs into the learned program embedding space.

3. Linearly interpolating between the two latent programs to obtain a number of (eight) interpolated latent programs.

4. Decoding the latent programs to obtain interpolated programs (program 1 to program 8).

We show two pairs of programs and their interpolations in between below as examples. Specifically, the first pair of programs, shown in Table 3.5, are closer to each other in the latent space and the second pair of programs, shown in Table 3.6, are further from each other. We observe that the interpolations between the closer program pair exhibit smoother transitions and the interpolations between the further program pair display more dramatic change.
3.7.4 Program Evolution

In this section, we aim to investigate how predicted programs evolve over the course of searching. We visualize converged CEM search trajectories and the reward each program gets on the StairClimber task in Appendix Figure 3.5. In Table 3.7, we present the predicted programs corresponding to the CEM search trajectory on the StairClimber task in Figure 3.5. We observe that the sampled programs consistently improve as the number of iterations increases, justifying the effectiveness of the learned program embedding and the CEM search.

3.7.5 Interpretability: Human Debugging of LEAPS Programs

Interpretability in Machine Learning is crucial for several reasons [172, 271]. First, trust – interpretable machine learning methods and models may more easily be trusted since humans tend to be reluctant to trust systems that they do not understand. Second, interpretability can improve the safety of machine learning systems. A machine learning system that is interpretable allows for diagnosing issues (e.g. the distribution shift from training data to testing data) earlier and provides more opportunities to intervene. This is especially important for safety-critical tasks such as medical diagnosis [22, 270, 92, 40, 279] and real-world robotics [39, 98, 15, 105, 334, 348, 159] tasks. Finally, interpretability can lead to contestability, by producing a chain of reasoning, providing insights on how a decision is made and therefore allowing humans to contest unfair or improper decisions.

We believe interpretability is especially crucial when it comes to learning a policy that interacts with the environment. In this work, we propose a framework that offers an effective way to acquire an interpretable programmatic policy structured in a program. In the following, we discuss how the proposed framework enjoys interpretability from the three aforementioned aspects. Programs synthesized by the proposed framework can naturally be better trusted since one can simply read and understand them. Also, through the program execution trace produced by executing a program, each decision made by the policy (i.e. the
Table 3.7: How predicted programs evolve throughout the course of CEM search for STAIRCLIMBER. See Figure 3.5 for the corresponding visualization of this CEM search.

<table>
<thead>
<tr>
<th>Search Iteration</th>
<th>Best Predicted Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration: 1</td>
<td>DEF run m( IF c( frontIsClear c) i( pickMarker i) WHILE c( leftIsClear c) w( move w) IIFELSE c( frontIsClear c) i( turnRight move i) ELSE e( move e) m)</td>
</tr>
<tr>
<td>Iteration: 2</td>
<td>DEF run m( WHILE c( markersPresent c) w( move w) IIFELSE c( frontIsClear c) i( turnLeft i) ELSE e( move e) WHILE c( leftIsClear c) w( move w) m)</td>
</tr>
<tr>
<td>Iteration: 3</td>
<td>DEF run m( WHILE c( not c( frontIsClear c) c) w( move turnRight w) WHILE c( leftIsClear c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 4</td>
<td>DEF run m( WHILE c( not c( frontIsClear c) c) w( pickMarker move w) WHILE c( leftIsClear c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 5</td>
<td>DEF run m( WHILE c( not c( frontIsClear c) c) w( pickMarker turnRight w) WHILE c( leftIsClear c) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 6</td>
<td>DEF run m( WHILE c( not c( frontIsClear c) c) w( pickMarker turnRight w) WHILE c( leftIsClear c) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 7</td>
<td>DEF run m( WHILE c( not c( leftIsClear c) c) w( turnRight w) IIFELSE c( frontIsClear c) i( move i) ELSE e( turnLeft e) WHILE c( rightIsClear c) w( move w) m)</td>
</tr>
<tr>
<td>Iteration: 8</td>
<td>DEF run m( WHILE c( not c( leftIsClear c) c) w( turnRight move w) WHILE c( markersPresent c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 9</td>
<td>DEF run m( WHILE c( not c( noMarkersPresent c) c) w( turnRight move w) WHILE c( not c( frontIsClear c) c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 10</td>
<td>DEF run m( WHILE c( not c( noMarkersPresent c) c) w( turnRight move w) WHILE c( leftIsClear c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 11</td>
<td>DEF run m( WHILE c( not c( leftIsClear c) c) w( turnRight move w) WHILE c( noMarkersPresent c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 12</td>
<td>DEF run m( WHILE c( not c( leftIsClear c) c) w( turnRight move w) WHILE c( noMarkersPresent c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 13</td>
<td>DEF run m( WHILE c( not c( leftIsClear c) c) w( turnRight move w) WHILE c( noMarkersPresent c) w( turnLeft move w) m)</td>
</tr>
<tr>
<td>Iteration: 14</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 15</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 16</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 17</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 18</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 19</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 20</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 21</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Iteration: 22</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( move turnLeft w) m)</td>
</tr>
<tr>
<td>Converged</td>
<td>DEF run m( WHILE c( not c( markersPresent c) c) w( turnRight move w) WHILE c( rightIsClear c ) w( turnLeft move w) m)</td>
</tr>
</tbody>
</table>
Table 3.8: Mean return (standard deviation) [% increase in performance] after debugging by non-expert humans of LEAPS synthesized programs for 3 statement edits and 5 statement edits. Chosen LEAPS programs are median-reward programs out of 5 LEAPS seeds for each task.

<table>
<thead>
<tr>
<th>Karel Task</th>
<th>Original Program</th>
<th>3 Edits</th>
<th>5 Edits</th>
</tr>
</thead>
<tbody>
<tr>
<td>TopOff</td>
<td>0.86</td>
<td>0.95 (0.07) [10.5%]</td>
<td>1.0 (0.00) [16.3%]</td>
</tr>
<tr>
<td>FourCorner</td>
<td>0.25</td>
<td>0.75 (0.35) [200%]</td>
<td>0.92 (0.12) [268%]</td>
</tr>
<tr>
<td>Harvester</td>
<td>0.47</td>
<td>0.85 (0.05) [80.9%]</td>
<td>0.89 (0.00) [89.4%]</td>
</tr>
</tbody>
</table>

Average % Increase - 97.1% 125%

Our synthesized programs are not only readable to human users but also interactable, allowing non-expert users with a basic understanding of programming to diagnose and make edits to improve their performance. To test this hypothesis, we asked people with programming experience who are unfamiliar with our DSL or Karel tasks to edit suboptimal LEAPS programs to improve performance as much as possible on 3 Karel tasks: TopOff, FourCorner, and Harvester through a user interface displayed in Figure 3.7. Each person was given 1.5 hours (30 minutes per program), including time required to understand what the LEAPS programs were doing, understand the DSL tokens, and fully debug/test their edited programs. For each program, participants were required to modify up to 5 statements, then attempt the task again with up to only 3 modifications as calculated by the Levenshtein distance metric [162]. A single statement modification is defined as any modification/removal/addition of a IF, WHILE, IFELSE, REPEAT, or ELSE statement, or a removal/addition/change of an action statement (e.g. move, turnLeft, etc.). Participants were allowed to ask clarification questions, but we would not answer questions regarding how to specifically improve the performance of their program.

We display example edited programs in Figure 3.8, and the aggregated results of editing in Table 3.8. We see a significant increase in performance in all three tasks, with an average 97.1% increase in performance with 3 edits and an average 125% increase in performance with 5. These numbers are averaged over 3 people,
with standard deviations reported in the table. Thus we see that even slight modifications to suboptimal LEAPS programs can enable much better Karel task performance when edited by non-expert humans.

Our experiments in this section make an interesting connection to works in program/code repair (i.e. automatic bug fixing) [341, 211, 129, 331, 93, 266, 146, 72, 166, 43, 324, 103, 320, 192], where the aim is to develop algorithms and models that can find bugs or even repair programs without the intervention of a human programmer. While the goal of these works is to fix programs produced by humans, our goal in this section is to allow humans to improve programs synthesized by the proposed framework.

Another important benefit of programmatic policies is verifiability - the ability to verify different properties of policies such as correctness, stability, smoothness, robustness, safety, etc. Since programmatic policies are highly structured, they are more amenable to formal verification methods developed for traditional software systems as compared to neural policies. Recent works [25, 308, 307, 352] show that various properties of programmatic policies (programs written using DSLs, decision trees) can be verified using existing verification algorithms, which can also be applied to programs synthesized by the proposed framework.

### 3.7.6 Optimal and Synthesized Programs

In this section, we present the programs from the testing set which are selected for conducting ablation studies in the main paper in Figure 3.11. Also, we manually write programs that induce optimal behaviors to solve the Karel tasks and present them in Figure 3.11. Note that while we only show one optimal program for each task, there exist multiple programs that exhibit the desired behaviors for each task. Then, we analyze the program reconstructed by LEAPS, its ablations, and the naïve program synthesis baseline in Section 3.7.6.1, and discuss the programs synthesized by LEAPS for Karel tasks in Section 3.7.6.2.
3.7.6.1 Program Behavior Reconstruction

This section serves as a complement to the ablation studies in the main paper, where we aim to justify the effectiveness of the proposed framework and the learning objectives. To this end, we select programs that are unseen to LEAPS and its ablations during the learning program embedding space from the testing set and reconstruct those programs using LEAPS, its ablations and the naïve program synthesis baseline. Those selected programs are shown in Figure 3.11 and the reconstructed programs are shown in Figure 3.12.

The naïve program synthesis baseline fails on the complex WHILE+2IF+IFELSE program, as it rarely synthesizes conditional and loop statements, instead generating long sequences of action tokens that attempt to replicate the desired behavior of those statements. We believe that this is because it is incentivized to initially predict action tokens to gain more immediate reward, making it less likely to synthesize other tokens. LEAPS and its variations perform better and synthesize more complex programs, demonstrating the importance of the proposed two-stage learning scheme in biasing program search. Also, LEAPS synthesizes programs that are more concise and induce behaviors which are more similar to given testing programs, justifying the effectiveness of the proposed learning objectives.

3.7.6.2 Karel Environment Tasks

This section is complementary to the main experiments in the main paper, where we compare LEAPS against the baselines on a set of Karel tasks, which is described in detail in Section 3.7.11. The programs synthesized by LEAPS are presented in Figure 3.14.

The synthesized programs solve both STAIRCLIMBER and MAZE. For TopOFF, since the average expected number of markers presented in the last row is 3, LEAPS synthesizes a sub-optimal program that conducts the topoff behavior three times. For CLEANHOUSE, while all the baselines fail on this task, the synthesized program achieves some performance by simply moving around and try to pick up markers. For HARVESTER,
Table 3.9: Extended reward comparison on original tasks with $8 \times 8$ or $12 \times 12$ grids and zero-shot generalization to $100 \times 100$ grids. LEAPS achieves the best generalization performance on all the tasks except for Harvester.

<table>
<thead>
<tr>
<th>Method</th>
<th>StairClimber</th>
<th>Maze</th>
<th>FourCorner</th>
<th>TopOff</th>
<th>Harvester</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRL</td>
<td>1.00 (0.00)</td>
<td>1.00</td>
<td>0.29 (0.05)</td>
<td>0.32 (0.07)</td>
<td>0.90 (0.10)</td>
</tr>
<tr>
<td>100x100</td>
<td>0.00 (0.00)</td>
<td>0.00</td>
<td>0.00 (0.00)</td>
<td>0.01 (0.01)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>DRL-abs</td>
<td>0.13 (0.29)</td>
<td>1.00</td>
<td>0.36 (0.44)</td>
<td>0.63 (0.23)</td>
<td>0.32 (0.18)</td>
</tr>
<tr>
<td>100x100</td>
<td>0.00 (0.00)</td>
<td>0.04</td>
<td>0.37 (0.44)</td>
<td>0.15 (0.12)</td>
<td>0.02 (0.01)</td>
</tr>
<tr>
<td>DRL-FCN</td>
<td>1.00 (0.00)</td>
<td>0.97</td>
<td>0.20 (0.34)</td>
<td>0.28 (0.12)</td>
<td>0.46 (0.16)</td>
</tr>
<tr>
<td>100x100</td>
<td>-0.20 (0.10)</td>
<td>0.01</td>
<td>0.00 (0.00)</td>
<td>0.01 (0.01)</td>
<td>0.02 (0.00)</td>
</tr>
<tr>
<td>VIPER</td>
<td>0.02 (0.02)</td>
<td>0.69</td>
<td>0.40 (0.42)</td>
<td>0.30 (0.06)</td>
<td>0.51 (0.07)</td>
</tr>
<tr>
<td>100x100</td>
<td>0.00 (0.00)</td>
<td>0.10</td>
<td>0.40 (0.42)</td>
<td>0.03 (0.00)</td>
<td>0.04 (0.00)</td>
</tr>
<tr>
<td>LEAPS</td>
<td>1.00 (0.00)</td>
<td>1.00</td>
<td>0.45 (0.40)</td>
<td>0.81 (0.07)</td>
<td>0.45 (0.28)</td>
</tr>
<tr>
<td>100x100</td>
<td>1.00 (0.00)</td>
<td>1.00</td>
<td>0.45 (0.37)</td>
<td>0.21 (0.03)</td>
<td>0.00 (0.00)</td>
</tr>
</tbody>
</table>

LEAPS fails to acquire the desired behavior that required nested loops but produces a sub-optimal program that contains only action tokens.

### 3.7.7 Additional Generalization Experiments

Here, we present additional generalization experiments to complement those presented in Section 3.5.6.

In Section 3.7.7.1, we extend the 100x100 state size zero-shot generalization experiments to 3 additional tasks. In Section 3.7.7.2, we analyze how well baseline methods and LEAPS can generalize to unseen configurations of a given task.

#### 3.7.7.1 Generalization on FourCorner, TopOff, and Harvester

Evaluating zero-shot generalization performance assumes methods to work reasonably well on the original tasks. For this reason (and due to space limitations) we present only StairClimber and Maze for generalization experiments in the main text in Section 3.5.6 because most methods achieve reasonable performance on these two tasks, with DRL and LEAPS both solving these tasks fully and DRL-abs solving Maze fully.

However, here we also present full results for all tasks except CleanHouse (as no method except LEAPS has a reasonable level of performance on it). The results are summarized in Table 3.9. We see that LEAPS generalizes well on FourCorner and maintains the best performance on TopOff. It is outperformed
on HARVESTER, although none of the methods do well on HARVESTER as the highest obtained reward by any method is 0.04 (by VIPER). In summary, LEAPS performs the best on 4 out of these 5 tasks, further demonstrating its superior zero-shot generalization performance.

Furthermore, we note that it is possible that a DRL policy employing a fully convolutional network (FCN) as proposed in Long, Shelhamer, and Darrell [177] can handle varying observation sizes. FCNs were also demonstrated in Silver et al. [278] to demonstrate better generalization performance than traditional convolutional neural network policies. However, we hypothesize that the generalization performance here will still be poor as there is a large increase in the number of features that the FCN architecture needs to aggregate when transferring from 8x8/12x12 state inputs to 100x100 inputs—a 10x input size increase that FCN is not specifically designed to deal with. We have included both FCN’s zero-shot generalization results and its results on the original grid sizes in Table 3.9. DRL-FCN, where we have replaced the policy and value function networks of PPO with an FCN, does manage to perform zero-shot transfer marginally better than DRL performs when training from scratch (as it DRL’s architecture cannot handle varied input sizes) on MAZE and HARVESTER. However, it obtains a negative reward on STAIRCLIMBER as it attempts to navigate away from the stairs when transferring to the 100 × 100 grid size. Its performance is still far worse than LEAPS and VIPER on most tasks, demonstrating that the programmatic structure of the policy is important for these tasks.

3.7.7.2 Generalization to Unseen Configurations

We present a generalization experiment in the main paper to study how well the baselines and the programs synthesized by the proposed framework can generalize to larger state spaces that are unseen during training without further learning on the STAIRCLIMBER and MAZE tasks. In this section, we investigate the ability of generalizing to different configurations, which are defined based on the marker placement related to solve a task, on both the TopOff task and HARVESTER task.
Table 3.10: Mean return (standard deviation) [% change in performance] on generalizing to unseen configurations on TopOff and Harvester task.

<table>
<thead>
<tr>
<th></th>
<th>TopOff</th>
<th>Training configuration</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75%</td>
<td>50%</td>
<td>25%</td>
<td>10%</td>
<td>5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRL</td>
<td>0.17 (0.05) [-46.8%]</td>
<td>0.12 (0.09) [-62.5%]</td>
<td>0.12 (0.06) [-62.5%]</td>
<td>0.17 (0.13) [-46.8%]</td>
<td>0.13 (0.04) [-59.4%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRL-abs</td>
<td>0.23 (0.29) [-63.5%]</td>
<td>0.29 (0.30) [-54.0%]</td>
<td>0.45 (0.45) [-28.6%]</td>
<td>0.24 (0.30) [-61.9%]</td>
<td>0.26 (0.37) [-18.8%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIPER</td>
<td>0.27 (0.03) [-10.0%]</td>
<td>0.28 (0.04) [-6.67%]</td>
<td>0.27 (0.06) [-10.0%]</td>
<td>0.27 (0.02) [-10.0%]</td>
<td>0.28 (0.03) [-6.67%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEAPS</td>
<td>0.68 (0.18) [-15.0%]</td>
<td>0.65 (0.13) [-18.8%]</td>
<td>0.61 (0.24) [-23.8%]</td>
<td>0.68 (0.21) [-15.0%]</td>
<td>0.67 (0.18) [-16.3%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Harvester</th>
<th>Training configuration</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75%</td>
<td>50%</td>
<td>25%</td>
<td>10%</td>
<td>5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRL</td>
<td>0.64 (0.24) [-28.9%]</td>
<td>0.71 (0.29) [-21.1%]</td>
<td>0.21 (0.06) [-76.7%]</td>
<td>0.14 (0.09) [-84.4%]</td>
<td>0.04 (0.01) [-95.6%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRL-abs</td>
<td>0.14 (0.21) [-36.3%]</td>
<td>0.24 (0.25) [-25.0%]</td>
<td>0.05 (0.06) [-84.4%]</td>
<td>0.13 (0.21) [-59.4%]</td>
<td>0.31 (0.31) [-3.13%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIPER</td>
<td>0.54 (0.01) [-5.88%]</td>
<td>0.54 (0.02) [-5.88%]</td>
<td>0.55 (0.01) [-7.84%]</td>
<td>0.54 (0.01) [-5.88%]</td>
<td>0.44 (0.02) [-13.7%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEAPS</td>
<td>0.40 (0.30) [-13.0%]</td>
<td>0.42 (0.27) [-8.69%]</td>
<td>0.50 (0.35) [-98.69%]</td>
<td>0.12 (0.19) [-73.9%]</td>
<td>0.01 (0.03) [-97.6%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since solving TopOff requires an agent to put markers on top of all markers on the last row, the initial configurations are determined by the marker presence on the last row. The grid has a size of $10 \times 10$ inside the surrounding wall. We do not spawn a marker at the bottom right corner in the last row, leaving 9 possible locations with marker, allowing $2^9$ possible initial configurations. On the other hand, Harvester requires an agent to pick up all the markers placed in the grid. The grid has a size of $6 \times 6$ inside the surrounding wall, leaving 36 possible locations in grid with a marker, resulting in $2^{36}$ possible initial configurations.

We aim to test if methods can learn from only a small portion of configurations during training and still generalize to all the possible configurations without further learning. To this end, we experiment using 75%, 50%, 25%, 10%, 5% of the configurations for training DRL, DRL-abs, and VIPER and for the program search stage of LEAPS. Then, we test zero-shot generalization of the learned models and programs on all the possible configurations. We report the performance in Table 3.10. We compare the performance each method achieves to its own performance learning from all the configurations (reported in the main paper) to investigate how limiting training configurations affects the performance. Note that the results of training and testing on 100% configurations are reported in the main paper, where no generalization is required.
**TopOff.** LEAPS outperforms all the baselines on the mean return on all the experiments. VIPER and LEAPS enjoy the lowest and the second lowest performance decrease when learning from only a portion of configurations, which demonstrates the strength of programmatic policies. DRL-abs slightly outperforms DRL, with better absolute performance and lower performance decrease. We believe that this is because DRL takes entire Karel grids as input, and therefore held out configurations are completely unseen to it. In contrast, DRL-abs takes abstract states (i.e. local perceptions) as input, which can alleviate this issue.

**Harvester.** VIPER outperforms almost all other methods on absolute performance and performance decrease, while LEAPS achieves second best results, which again justifies the generalization of programmatic policies. Both DRL and DRL-abs are unable to generalize well when learning from a limited set of configurations, except in the case of DRL-abs learning from 5% of configurations, which can be attributed to the high-variance of DRL-abs results.

### 3.7.8 Additional Analysis on Experimental Results

Due to the limited space in the main paper, we include additional analysis of the experimental results in this section.

#### 3.7.8.1 DRL vs. DRL-abs

We hypothesize that DRL-abs does not always outperform DRL due to imperfect perception (i.e. state abstraction) design. DRL-abs takes abstract states as input (i.e. `frontIsClear()`, `leftIsClear()`, `rightIsClear()`, `markerPresent()` in our design), which only describe local perception while omitting the information of the entire map. Therefore, for tasks such as StairClimber, Harvester, and CleanHouse, which would be easier to solve with access to the entire Karel grid, DRL might outperform DRL-abs. In this work, DRL-abs’ abstract states are the perceptions from the DSL we synthesize programs with to make the comparisons fair against our method as well as analyzing the effects of abstract states in the DRL domain. However, a
more sophisticated design for perception/state abstraction could potentially improve the performance of DRL-abs.

### 3.7.8.2 VIPER Generalization

VIPER operates on the abstract state space which is invariant to grid size. However, for the reasons below, it is still unable to transfer the behavior to the larger grid despite its abstract state representation. We hypothesize that VIPER’s performance suffers on zero-shot generalization for two main reasons.

1. It is constrained to imitate the DRL teacher policy during training, which is trained on the smaller grid sizes. Thus its learned policy also experiences difficulty in zero-shot generalization to larger grid sizes.

2. Its decision tree policies cannot represent certain looping behaviors as they simply perform a one-to-one mapping from abstract state to action, thus making it difficult to learn optimal behaviors that require a one-to-many mapping between an abstract state and a set of desired actions. Empirically, we observed that training losses for VIPER decision trees were much higher for tasks such as StairClimber which require such behaviors.

### 3.7.9 Detailed Descriptions and Illustrations of Ablations and Baselines

This section provides details on the variations of LEAPS used for ablations studies and the baselines which we compare against. The descriptions of the ablations of LEAPS are presented in Section 3.7.9.1 and the illustrations are shown in Figure 3.15. The naïve program synthesis baseline is illustrated in Figure 3.16 (c) for better visualization. Then, the descriptions of the baselines are presented in Section 3.7.9.2 and the illustrations are shown in Figure 3.16.
3.7.9.1 Ablations

We first ablate various components of our proposed framework in order to (1) justify the necessity of the proposed two-stage learning scheme and (2) identify the effects of the proposed objectives. We consider the following baselines and ablations of our method.

- Naïve: the naïve program synthesis baseline is a policy that learns to directly synthesize a program from scratch by recurrently predicting a sequence of program tokens. The architecture of this baseline is a recurrent neural network which takes an initial starting token as the input at the first time step, and then sequentially outputs a program token at each time step to compose a program until an end token is produced. Note that the observation of this baseline is its own previously outputted program token instead of the state of the task environment (e.g., Karel grids). Also, at each time step, this baseline produces a distribution over all the possible program tokens in the given DSL instead of a distribution over agent’s action in the task environment (e.g., move()). This baseline investigates if an end-to-end learning method can solve the problem. This baseline is illustrated in Figure 3.16 (c).

- LEAPS-P: the simplest ablation of LEAPS, in which the program embedding space is learned by only optimizing the program reconstruction loss $L^P$. This baseline is illustrated in Figure 3.15 (a).

- LEAPS-P+R: an ablation of LEAPS which optimizes both the program reconstruction loss $L^P$ and the program behavior reconstruction loss $L^R$. This baseline is illustrated in Figure 3.15 (b).

- LEAPS-P+L: an ablation of LEAPS which optimizes both the program reconstruction loss $L^P$ and the latent behavior reconstruction loss $L^L$. This baseline is illustrated in Figure 3.15 (c).

- LEAPS (LEAPS-P+R+L): LEAPS with all the losses, optimizing our full objective.

- LEAPS-rand-[8/64]: like LEAPS, this ablation also optimizes the full objective for learning the program embedding space. But when searching latent programs, instead of CEM, it simply randomly samples
8/64 candidate latent programs and chooses the best performing one. These baselines justify the effectiveness of using CEM for searching latent programs.

### 3.7.9.2 Baselines

We evaluate LEAPS against the following baselines (illustrated in Figure 3.16).

- **DRL**: a neural network policy trained on each task and taking raw states (Karel grids) as input. A Karel grid is represented as a binary tensor with dimension $W \times H \times 16$ (there are 16 possible states for each grid square) instead of an image. This baseline is illustrated in Figure 3.16 (a).

- **DRL-abs**: a recurrent neural network policy directly trained on each Karel task but instead of taking raw states (Karel grids) as input it takes *abstract* states as input (*i.e.* it sees the same perceptions as LEAPS). Specifically, all returned values of perceptions such as `frontIsClear()==true`, `leftIsClear()==false`, `rightIsClear()==true`, `markersPresent()==false`, and `noMarkersPresent()==true` are concatenated as a binary vector, which is then fed to the DRL-abs policy as its input. This baseline allows for a fair comparison to LEAPS since the program execution process also utilizes abstract state information. This baseline is illustrated in Figure 3.16 (b).

- **DRL-abs-t**: a DRL *transfer* learning baseline in which for each task, we train DRL-abs policies on all other tasks, then fine-tune them on the current task. Thus it acquires a prior by learning to first solve other Karel tasks. Rewards are reported for the policies from the task that transferred with highest return. We only transfer DRL-abs policies as some tasks have different state spaces so that transferring a DRL policy trained on a task to another task with a different state space is not possible. This baseline is designed to investigate if acquiring task related priors allows DRL policies to perform better on our Karel tasks. Unlike LEAPS, which acquires priors from a dataset consisting of randomly
generated programs and the behaviors those program induce in the environment, DRL-abs-t allows for acquiring priors from goal-oriented behaviors (i.e. other Karel tasks).

- HRL: a hierarchical RL baseline in which a VAE is first trained on action sequences from program execution traces used by LEAPS. Once trained, the decoder is utilized as a low-level policy for learning a high-level policy to sample actions from. Similar to LEAPS, this baseline utilizes the dataset to produce a prior of the domain. It takes raw states (Karel grids) as input.

  This baseline is also designed to investigate if acquiring priors allow DRL policies to perform better. Similar to LEAPS, which acquires priors from a dataset consisting of randomly generated programs and the behaviors those program induce in the environment, HRL is trained to acquire priors by learning to reconstruct the behaviors induced by the programs. One can also view this baseline as a version of the framework proposed in [108] with some simplifications, which also learns an embedding space using a VAE and then trains a high-level policy to utilize this embedding space together with the low-level policy whose parameters are frozen. This baseline is illustrated in Figure 3.16 (d).

- HRL-abs: the same method as HRL but taking abstract states (i.e. local perceptions) as input. This baseline is illustrated in Figure 3.16 (d).

- VIPER [25]: A decision-tree programmatic policy which imitates the behavior of a deep RL teacher policy via a modified DAgger algorithm [251]. This decision tree policy cannot synthesize loops, allowing us to highlight the performance advantages of more expressive program representation that LEAPS is able to take advantage of.

  All the baselines are trained with PPO [265] or SAC [104], including the VIPER teacher policy. More training details can be found in Section 3.7.12.
3.7.10 Program Dataset Generation Details

To learn a program embedding space for the proposed framework and its ablations, we randomly generate 50k programs to form a dataset with 35k training programs and 7.5k programs for validation and testing. Simply generating programs by uniformly sampling all the tokens from the DSL would yield programs that mainly only contain action tokens since the chance to synthesize conditional statements with correct grammar is low. Therefore, to produce programs that are longer and deeply nested with conditional statements to induce more complex behaviors, we propose to sample programs using a probabilistic sampler.

To generate each program, we sample program tokens according to the probabilities listed in Table 3.11 at every step until we sample an ending token or when a maximum program length is reached. When generating programs, we ensure that no program is identical to any other. Each token is generated sequentially, and length is effectively governed by the `STMT_STMT` token detailed in Table 3.11’s caption. There is a maximum depth limit of 4 nested conditional/loop statements, and a maximum statement depth limit of 6 (can’t have more than 6 nested `STMT_STMT` tokens). Note that this sampling procedure does not guarantee that the programs generated will terminate, hence when executing them to obtain ground-truth interactions for training the Program Behavior and Latent Behavior Reconstruction losses we limit the max program execution length to 100 environment timesteps. This sampling procedure results in the distribution of program lengths seen in Figure 3.17.

Intuitively, shorter lengths can bias synthesized programs to compress the same behaviors into fewer tokens through the use of loops, making program search easier. Therefore, in our experiments, we have limited the maximum output program length of LEAPS to 45 tokens (as the maximum in the dataset is 44). As shown in the example programs generated by LEAPS in Figure 3.14, LEAPS successfully generates loops for our Karel tasks, which can be probably attributed to this bias of program length. We further verify this intuition by rerunning LEAPS with the max program length set to 100 tokens on the Karel tasks. We
display generated programs in Table 3.12, where we see that some of the generated programs are indeed much longer and lack loop statements and structures.

Table 3.11: The probability of sampling program tokens when generating the program dataset. Tokens are generated sequentially, and STMT_STMT refers to breaking up the current token into two tokens, each of which is selected according to the same probability distribution again. Thus it effectively controls how long programs will be.

<table>
<thead>
<tr>
<th></th>
<th>WHILE</th>
<th>REPEAT</th>
<th>STMT_STMT</th>
<th>ACTION</th>
<th>IF</th>
<th>IFELSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Dataset</td>
<td>0.15</td>
<td>0.03</td>
<td>0.5</td>
<td>0.2</td>
<td>0.08</td>
<td>0.04</td>
</tr>
</tbody>
</table>

3.7.11 Karel Task Details

**MDP Tasks** We utilize environment state based reward functions for the RL tasks StairClimber, FourCorner, TopOff, Maze, Harvester, and CleanHouse. For each task, we average performance of the policies on 10 random environment start configurations. For all tasks with marker placing objectives, the final reward will be 0—regardless of the any other agent actions—if a marker is placed in the wrong location. This is done in order to discourage “spamming” marker placement on every grid location to exploit the reward functions. All rewards described below are then normalized so that the return is between [0, 1.0] for tasks without penalties, and [-1.0, 1.0] for tasks with negative penalties, for easier learning for the DRL methods. We visualize all tasks as well as their start and ideal end states in Figure 3.18 on a $10 \times 10$ grid for consistency in the visualizations (except CleanHouse).

3.7.11.1 StairClimber

The goal is to climb the stairs to reach where the marker is located. The reward is defined as a sparse reward: 1 if the agent reaches the goal in the environment rollout, -1 if the agent moves to a position off of the stairs during the rollout, and 0 otherwise. This is on a $12 \times 12$ grid, and the marker location and agent’s initial location are randomized between rollouts.
Table 3.12: LEAPS Length 100 Synthesized Karel Programs. Line breaks are not shown here as the
programs are very long. The examples picked are ones that represent the programs generated by most seeds
for each task. Without the 45 token restriction on program lengths, programs for TopOff, fourCorner,
and Harvester are very long and have repetitive movements that can easily be put into REPEAT or WHILE
loops. The CleanHouse program also contains repeated, somewhat redundant WHILE loops. Maze and
StairClimber programs are mostly unaffected by the change in maximum program length. These programs
demonstrate that the bias induced by program length restriction is important for producing more complex
programs in the program synthesis phase of LEAPS.
Karel Task
StairClimber
TopOff

CleanHouse

fourCorner

Maze
Harvester

Program
DEF run m ( turnLeft turnRight turnLeft turnLeft turnRight WHILE c ( noMarkersPresent c ) } w (
turnLeft move w ) m )

DEF run m ( WHILE
turnRight }
turnRight
turnRight
turnRight
turnRight
turnRight
turnRight

c ( noMarkersPresent
turnRight turnRight
turnRight turnRight
turnRight turnRight
move turnRight move
move turnRight move
move turnRight move
move m )

c ) w ( move w ) turnRight turnRight turnRight turnRight
turnRight turnRight turnRight turnRight turnRight turnRight
turnRight turnRight turnRight turnRight turnRight turnRight
turnRight turnRight turnRight turnRight putMarker turnRight
turnRight move turnRight move turnRight move turnRight move
turnRight move turnRight move turnRight move turnRight move
turnRight move turnRight move turnRight move turnRight move

DEF run m ( turnRight pickMarker turnLeft turnRight turnLeft pickMarker move turnLeft WHILE c (
leftIsClear c ) w ( pickMarker move w ) turnRight turnLeft pickMarker move turnLeft WHILE c (
leftIsClear c ) w ( pickMarker move w ) turnLeft pickMarker } WHILE c ( leftIsClear c ) w (
pickMarker move turnLeft pickMarker w ) } WHILE c ( noMarkersPresent c ) w ( turnLeft move
pickMarker w ) turnLeft pickMarker turnLeft m )

DEF run m ( turnRight turnRight turnRight turnRight turnRight turnRight turnRight turnRight
turnRight turnRight turnRight turnRight turnRight turnRight turnRight turnRight turnRight
turnRight turnRight turnRight turnRight turnRight turnRight turnRight turnRight WHILE c (
frontIsClear c ) w ( move w ) turnRight WHILE c ( frontIsClear c ) w ( move w ) turnRight WHILE c
( frontIsClear c ) w ( move w ) turnRight putMarker WHILE c ( frontIsClear c ) w ( move w )
turnRight putMarker WHILE c ( frontIsClear c ) w ( move w ) } turnRight putMarker WHILE c (
frontIsClear c ) w ( move w ) turnRight putMarker m )

DEF run m ( WHILE c ( noMarkersPresent c ) w ( REPEAT R =1 r ( turnRight r ) move w ) turnLeft
turnRight m )

DEF run m ( turnLeft turnRight pickMarker move pickMarker move turnRight move pickMarker move
pickMarker move turnRight move pickMarker move pickMarker move pickMarker move turnRight
move pickMarker move pickMarker move pickMarker move turnRight move pickMarker move
pickMarker move pickMarker move pickMarker move turnRight move pickMarker move pickMarker
move pickMarker move pickMarker move turnRight move pickMarker move pickMarker move
pickMarker move pickMarker move pickMarker move turnRight move pickMarker move pickMarker
move pickMarker move pickMarker move pickMarker move turnRight move m )
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3.7.11.2 **FourCorner**

The goal is to place a marker at each corner of the Karel environment grid. The reward is defined as sum of corners having a marker divided by four. If the Karel state has a marker placed in wrong location, the reward will be 0. This is on a $12 \times 12$ grid.

3.7.11.3 **TopOff**

The goal is to place a marker wherever there is already a marker in the last row of the environment, and end up in the rightmost square on the bottom row at the end of the rollout. The reward is defined as the number of consecutive places until the agent either forgets to place a marker where the marker is already present or places a marker at an empty location in last row, with a bonus for ending up on the last square. This is on a $12 \times 12$ grid, and the marker locations in the last row are randomized between rollouts.

3.7.11.4 **Maze**

The goal is to find a marker in randomly generated maze. The reward is defined as a sparse reward: 1 if the agent finds the marker in the environment rollout, 0 otherwise. This is on a $8 \times 8$ grid, and the marker location, agent’s initial location, and the maze configuration itself are randomized between rollouts.

3.7.11.5 **CleanHouse**

We design a complex $14 \times 22$ Karel environment grid that resembles an apartment. The goal is to pick up the garbage (markers) placed at 10 different locations and reach the location where there is a dustbin (2 markers in 1 location). To make the task simpler, we place the markers adjacent to any wall in the environment. The reward is defined as total locations cleaned (markers picked) out of the total number of markers placed in initial Karel environment state (10). The agent’s initial location is fixed but the marker locations are randomized between rollouts.
3.7.11.6 Harvester

The goal is to pickup a marker from each location in the Karel environment. The final reward is defined as the number of markers picked up divided the total markers present in the initial Karel environment state. This is on a $8 \times 8$ grid. We run both Maze and Harvester on smaller Karel environment grids to save time and compute resources because these are long horizon tasks.

3.7.12 Hyperparameters and Training Details

3.7.12.1 DRL and DRL-abs

RL training directly on the Karel environment is performed with the PPO algorithm [265] for 2M timesteps using the ALF codebase\(^*$\). We tried a discretized SAC [104] implementation (by replacing Gaussian distributions with Categorical distributions), but it was outperformed by PPO on the Karel tasks on all environments. We also tried tabular Q-learning from raw Karel grids (it wouldn’t work well on abstract states as the state is partially observed), however it was also consistently outperformed by PPO. For DRL, the policies and value networks are the same with a shared convolutional encoder that first processes the state (as the Karel state size is $(H \times W \times 16)$ for 16 possible agent direction or marker placement values that each state in the grid can take on at a time. The convolutional encoder consists of two layers: the first with 32 filters, kernel size 2, and stride 1, the second with 32 filters, kernel size 4, and stride 1. For DRL-abs, the policy and value networks are both comprised of an LSTM layer and a 2-layer fully connected network, all with hidden sizes of 100.

For each task, we perform a comprehensive hyperparameter grid search over the following parameters, and report results from the run with the best averaged final reward over 5 seeds.

The hyperparameter grid is listed below, shared parameters are also listed:

- Importance Ratio Clipping: {0.05, 0.1, 0.2}

\(^*$https://github.com/HorizonRobotics/alf/\)
• Advantage Normalization: {True, False}

• Entropy Regularization: {0.1, 0.01, 0.001}

• Number of updates per training iteration (This controls the ratio of gradient steps to environment steps): {1, 4, 8, 16}

• Number of environment steps per set of training iterations: 32

• Number of parallel actors: 10

• Optimizer: Adam

• Learning Rate: 0.001

• Batch Size: 128

Hyperparameters that performed best for each task are listed below.

<table>
<thead>
<tr>
<th>DRL</th>
<th>Import Ratio Clip</th>
<th>Adv Norm</th>
<th>Entropy Reg</th>
<th>Updates per Train Iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>CleanHouse</td>
<td>0.1</td>
<td>True</td>
<td>0.01</td>
<td>4</td>
</tr>
<tr>
<td>FourCorner</td>
<td>0.2</td>
<td>True</td>
<td>0.01</td>
<td>16</td>
</tr>
<tr>
<td>Harvest</td>
<td>0.05</td>
<td>True</td>
<td>0.01</td>
<td>8</td>
</tr>
<tr>
<td>Maze</td>
<td>0.05</td>
<td>True</td>
<td>0.001</td>
<td>8</td>
</tr>
<tr>
<td>StairClimber</td>
<td>0.1</td>
<td>True</td>
<td>0.1</td>
<td>4</td>
</tr>
<tr>
<td>TopOff</td>
<td>0.05</td>
<td>True</td>
<td>0.001</td>
<td>4</td>
</tr>
<tr>
<td>DRL-abs</td>
<td>Import Ratio Clip</td>
<td>Adv Norm</td>
<td>Entropy Reg</td>
<td>Updates per Train Iter</td>
</tr>
<tr>
<td>------------</td>
<td>------------------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>CleanHouse</td>
<td>0.2</td>
<td>True</td>
<td>0.01</td>
<td>8</td>
</tr>
<tr>
<td>FourCorner</td>
<td>0.05</td>
<td>True</td>
<td>0.01</td>
<td>4</td>
</tr>
<tr>
<td>Harvester</td>
<td>0.2</td>
<td>True</td>
<td>0.01</td>
<td>4</td>
</tr>
<tr>
<td>Maze</td>
<td>0.2</td>
<td>True</td>
<td>0.001</td>
<td>4</td>
</tr>
<tr>
<td>StairClimber</td>
<td>0.05</td>
<td>True</td>
<td>0.1</td>
<td>16</td>
</tr>
<tr>
<td>TopOff</td>
<td>0.2</td>
<td>True</td>
<td>0.001</td>
<td>8</td>
</tr>
</tbody>
</table>

### 3.7.12.2 DRL-abs-t

DRL-abs-t is limited to DRL-abs policies as the state spaces are different for some of the Karel tasks. For DRL-abs-t, we use the best hyperparameter configuration for each Karel task to train a policy to 1M timesteps. Then, we attempt direct policy transfer to each other task by training for another 1M timesteps on the new task with the same hyperparameters (excluding transferring to the same task). Numbers reported are from the task transfer that achieved the highest reward. The tasks that we transfer from for each task are listed below:
3.7.12.3 HRL

**Pretraining stage:** We first train a VAE to reconstruct action trajectories generated from our program dataset. For each program, we generate 10 rollouts in randomly configured Karel environments to produce the HRL dataset, giving this baseline the same data as LEAPS. These variable-length action sequences are encoded via an LSTM encoder into a 10-dimensional, continuous latent space and decoded by an LSTM decoder into the original action trajectories. We chose 10-dimensional so as to not make downstream RL too difficult. We tune the KL divergence weight ($\beta$) of this network such that it’s as high as possible while being able to reconstruct the trajectories well. Network/training details below:

- $\beta$: 1.0
- Optimizer: Adam (All optimizers)
- Learning Rates: 0.0003
- Hidden layer size: 128
- # LSTM layers (both encoder/decoder): 2
- Latent embedding size: 10
- Nonlinearity: ReLU
- Batch Size: 128

**Downstream (Hierarchical) RL** On our Karel tasks, we use the VAE’s decoder to decode latent vectors (actions for the RL agent) into varied-length action sequences for all Karel tasks. The decoder parameters are frozen and used for all environments. The RL agent is retrained from scratch for each task, in the same manner as the standard RL baselines DRL-abs and DRL. We use Soft-Actor Critic (SAC, Haarnoja et al. [104]) as the RL algorithm as it is state of the art in many continuous action space environments. SAC grid search parameters for all environments follow below:

- Number of updates per training iteration: \{1, 8\}
- Number of environment steps per set of training iterations: 8 (multiplied by the number of steps taken by the decoder in the environment)
- Polyak Averaging Coefficient: \{0.95, 0.9\}
- Number of parallel actors: 1
- Batch size: 128
- Replay buffer size: 1M

The best hyperparameters follow:
<table>
<thead>
<tr>
<th>HRL-abs</th>
<th>Updates per Train Iter</th>
<th>Polyak Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>CleanHouse</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td>FourCorner</td>
<td>8</td>
<td>0.9</td>
</tr>
<tr>
<td>Harvester</td>
<td>8</td>
<td>0.95</td>
</tr>
<tr>
<td>Maze</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td>StairClimber</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>TopOff</td>
<td>1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HRL</th>
<th>Updates per Train Iter</th>
<th>Polyak Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>CleanHouse</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>FourCorner</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td>Harvester</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td>Maze</td>
<td>8</td>
<td>0.9</td>
</tr>
<tr>
<td>StairClimber</td>
<td>8</td>
<td>0.95</td>
</tr>
<tr>
<td>TopOff</td>
<td>8</td>
<td>0.95</td>
</tr>
</tbody>
</table>

### 3.7.12.4 Naïve

The naïve program synthesis baseline takes an initial token as input and outputs an entire program at each timestep to learn a recurrent policy guided by the rewards of these programs. We execute these generated programs on 10 random environment start configurations in Karel to get the reward. We run PPO for 2M Karel environment timesteps. The policy network is comprised of one shared GRU layer, followed by two fully connected layers, for both the policy and value networks. For evaluation, we generate 64 programs
from the learned policy, and choose the program with the maximum reward on 10 demonstrations. For each task, we perform a hyperparameter grid search over the following parameters, and report results from the run with the best averaged final reward over 5 seeds. We exponentially decay the entropy loss coefficient in PPO from the initial to final entropy coefficient to avoid local minima during the initial training steps.

- Learning Rate: 0.0005
- Batch Size (B): \{64, 128, 256\}
- initial entropy coefficient ($E_i$): \{1.0, 0.1\}
- final entropy coefficient: \{0.01\}
- Hidden Layer Size: 64

Hyperparameters that performed best for each task are listed below.

<table>
<thead>
<tr>
<th>Naive</th>
<th>B</th>
<th>$E_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHILE</td>
<td>128</td>
<td>0.1</td>
</tr>
<tr>
<td>IFELSE+WHILE</td>
<td>256</td>
<td>1.0</td>
</tr>
<tr>
<td>2IF+IFELSE</td>
<td>256</td>
<td>0.1</td>
</tr>
<tr>
<td>WHILE+2IF+IFELSE</td>
<td>128</td>
<td>0.1</td>
</tr>
</tbody>
</table>
3.7.12.5 VIPER

VIPER [25] builds a decision tree programmatic policy by imitating a given teacher policy. We use the best DRL policies as teachers instead of the DQN [200] teacher policy used in Bastani, Pu, and Solar-Lezama [25]. We did this in order to give the teacher the best performance possible for maximum fairness in comparison against VIPER, as we empirically found the PPO policy to perform much better on our tasks than a DQN policy.

We perform a grid search over VIPER hyperparameters, listed below:

- Max depth of decision tree: \{6, 12, 15\}

- Max number of samples for tree policy: \{100k, 200k, 400k\}

- Sample reweighting: \{True, False\}

The best hyperparameters found for each task are listed below:
<table>
<thead>
<tr>
<th></th>
<th>Max Depth</th>
<th>Max Num Samples</th>
<th>Sample Reweighting</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VIPER</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CleanHouse</strong></td>
<td>6</td>
<td>100k</td>
<td>False</td>
</tr>
<tr>
<td><strong>FourCorner</strong></td>
<td>12</td>
<td>100k</td>
<td>False</td>
</tr>
<tr>
<td><strong>Harvester</strong></td>
<td>12</td>
<td>400k</td>
<td>True</td>
</tr>
<tr>
<td><strong>Maze</strong></td>
<td>12</td>
<td>100k</td>
<td>True</td>
</tr>
<tr>
<td><strong>StairClimber</strong></td>
<td>12</td>
<td>400k</td>
<td>True</td>
</tr>
<tr>
<td><strong>TopOff</strong></td>
<td>15</td>
<td>100k</td>
<td>False</td>
</tr>
</tbody>
</table>

### 3.7.12.6 Program Embedding Space VAE Model

**Encoder-Decoder Architecture.** The encoder and decoder are both recurrent networks. The encoder structure consists of a PyTorch token embedding layer, then a recurrent GRU cell, and two linear layers that produce $\mu$ and $\log \sigma$ vectors to sample the program embedding.

The decoder consists of a recurrent GRU cell which takes in the embedding of the previous token generated and then a linear token output layer which models the log probabilities of all discrete tokens. Since we have access to DSL grammar during program synthesis, we utilize a syntax checker based on the Karel DSL grammar from Bunel et al. [35] at the output of the decoder to limit predictions to syntactically valid tokens. We restrict our decoder from predicting syntactically invalid programs by masking out tokens that make a program syntactically invalid at each timestep. This syntax checker is designed as a state machine that keeps track of a set of valid next tokens based on the current token, open code blocks (e.g. `while`, `if`, `ifelse`) in the given partial program, and the grammar rules of our DSL. Since we
generate a program as a sequence of tokens, the syntax checker outputs at each timestep a mask $M$, where $M \in \{-\infty, 0\}$, and

$$M_j = \begin{cases} 
-\infty & \text{if the j-th token is not valid in the current context} \\
0 & \text{otherwise}
\end{cases}$$

This mask is added to the output of the last layer of the decoder, just before the Softmax operation that normalizes the output to a probability over the tokens.

$\pi$ Architecture. The program-embedding conditioned policy $\pi$ consists of a GRU layer that operates on the inputs and three MLP layers that output the log probability of environment actions. Specifically, it takes a latent program vector, current environment state, and previous action as input and outputs the predicted environment action for each timestep.

To evaluate how close the predicted neural execution traces are to the execution traces of the ground-truth programs, we consider the following metrics:

- Action token accuracy: the percentage of matching actions in the predicted execution traces and the ground-truth execution traces.

- Action sequence accuracy: the percentage of matching action sequences in the predicted execution traces and the ground-truth execution traces. It requires that a predicted execution trace entirely matches the ground-truth execution trace.

After convergence, our model achieves an action token accuracy of 96.5% and an action sequence accuracy of 91.3%.

Training. The reinforcement learning algorithm used for the program behavior reconstruction $\mathcal{L}^R$ is REINFORCE [325].
When training LEAPS with all losses, we first train with the Program Reconstruction ($\mathcal{L}^P$) and Latent Behavior Reconstruction ($\mathcal{L}^L$) losses, essentially setting $\lambda_1 = \lambda_3 = 1$ and $\lambda_2 = 0$ of our full objective, reproduced below:

$$\min_{\theta, \phi, \pi} \lambda_1 \mathcal{L}^P_{\theta, \phi}(\rho) + \lambda_2 \mathcal{L}^R_{\theta, \phi}(\rho) + \lambda_3 \mathcal{L}^L_{\pi}(\rho, \pi), \quad (3.6)$$

Once this model is trained for one epoch, we then train exclusively with the Program Behavior Reconstruction loss ($\mathcal{L}^R$), setting $\lambda_2 = 1$ and $\lambda_1 = \lambda_3 = 0$, with equal number of updates. These two update steps are repeated alternatively till convergence is achieved. This is done to avoid potential issues of updating with supervised and reinforcement learning gradients at the same time. We did not attempt to train these 3 losses jointly.

All other shared hyperparameters and training details are listed below:

- $\beta$: 0.1
- Optimizer: Adam (All optimizers)
- Supervised Learning Rate: 0.001
- RL Learning Rate: 0.0005
- Batch Size: 256
- Hidden Layer Size: 256
- Latent Embedding Size: 256
- Nonlinearity: $\text{Tanh}()$
3.7.12.7 Cross-Entropy Method (CEM)

CEM search works as follows: we sample an initial latent program vector from the initial distribution $D_I$, and generate population of latent program vectors from a $\mathcal{N}(0, \sigma I_d)$ distribution, where $I_d$ is the identity matrix of dimension $d$. The samples are added to the initial latent program vector to obtain the population of latent program vectors which are decoded into programs to obtain their rewards. The population is then sorted based on rewards obtained, and a set of ‘elites’ with the highest reward are reduced using weighted mean to one latent program vector for the next iteration of sampling. This process repeats for all CEM iterations.

We include the following sets of hyperparameters when searching over the program embedding space to maximize $R_{\text{mat}}$ to reproduce ground-truth program behavior or to maximize $R_{\text{mat}}$ in the Karel task MDP.

- Population Size ($S$): $\{8, 16, 32, 64\}$
- $\mu$: $\{0.0\}$
- $\sigma$: $\{0.1, 0.25, 0.5\}$
- $\%$ of population elites (this refers to the percent of the population considered ‘elites’): $\{0.05, 0.1, 0.2\}$
- Exponential $\sigma$ decay\(^\dagger\): $\{\text{True, False}\}$
- Initial distribution $D_I$: $\{\mathcal{N}(1, 0), \mathcal{N}(0, I_d), \mathcal{N}(0, 0.1I_d)\}$

Since a comprehensive grid search over the hyperparameter space would be too computationally expensive, we choose parameters heuristically. We report results from the run with the best averaged reward over 5 seeds. Hyperparameters that performed best for each task are listed below.

**Ground-Truth Program Reconstruction** We include the following sets of hyperparameters when searching over the program embedding space to maximize $R_{\text{mat}}$ to reproduce ground-truth program behavior.

\(^\dagger\)Over the first 500 epochs, we exponentially decay $\sigma$ to 0.1, and then we keep it at 0.1 for the rest of the epochs if True.
We allow the search to run for 1000 CEM iterations, counting the search as a success when it achieves 10 consecutive CEM iterations with matching the ground-truth program behaviors exactly in the environment across 10 random environment start configurations. We use same hyperparameter set to compare LEAPS-P, LEAPS-P+R, LEAPS-P+L, and LEAPS.

<table>
<thead>
<tr>
<th>CEM</th>
<th>$S$</th>
<th>$\sigma$</th>
<th># Elites</th>
<th>Exp Decay</th>
<th>$D_I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHILE</td>
<td>32</td>
<td>0.25</td>
<td>0.1</td>
<td>False</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>IFELSE+WHILE</td>
<td>32</td>
<td>0.25</td>
<td>0.1</td>
<td>True</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>2IF+IFELSE</td>
<td>16</td>
<td>0.25</td>
<td>0.2</td>
<td>True</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>WHILE+2IF+IFELSE</td>
<td>32</td>
<td>0.25</td>
<td>0.2</td>
<td>False</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
</tbody>
</table>

**MDP Task Performance** We include the following sets of hyperparameters when searching over the LEAPS program embedding space to maximize rewards in the MDP. We allow the search to run for 1000 CEM iterations, counting the search as a success when it achieves 10 consecutive CEM iterations of maximizing environment reward (solving the task) across 10 random environment start configurations.

<table>
<thead>
<tr>
<th>CEM</th>
<th>$S$</th>
<th>$\sigma$</th>
<th># Elites</th>
<th>Exp Decay</th>
<th>$D_I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CleanHouse</td>
<td>32</td>
<td>0.25</td>
<td>0.05</td>
<td>True</td>
<td>$\mathcal{N}(1, 0)$</td>
</tr>
<tr>
<td>FourCorner</td>
<td>64</td>
<td>0.5</td>
<td>0.2</td>
<td>False</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>Harvester</td>
<td>32</td>
<td>0.5</td>
<td>0.1</td>
<td>True</td>
<td>$\mathcal{N}(0, I_d)$</td>
</tr>
<tr>
<td>Maze</td>
<td>16</td>
<td>0.1</td>
<td>0.1</td>
<td>False</td>
<td>$\mathcal{N}(1, 0)$</td>
</tr>
<tr>
<td>StairClimber</td>
<td>32</td>
<td>0.25</td>
<td>0.05</td>
<td>True</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>TopOff</td>
<td>64</td>
<td>0.25</td>
<td>0.05</td>
<td>False</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
</tbody>
</table>
3.7.12.8 Random Search LEAPS Ablation

The random search LEAPS ablations (LEAPS-rand-8 and LEAPS-rand-64) replace the CEM search method for latent program synthesis with a simple random search method. Both use the full LEAPS model trained with all learning objectives. We sample an initial vector from an initial distribution $D_I$ and add it to either 8 or 64 latent vector samples from a $\mathcal{N}(0, \sigma_I d)$ distribution. We then decode those vectors into programs and evaluate their rewards, and then report the rewards of the best-performing latent program from that population.

As such, the only parameters that we require are the initial sampling distribution and $\sigma$. We perform a grid search over the following for both LEAPS-rand-8 and LEAPS-rand-64.

- $\sigma$: $\{0.1, 0.25, 0.5\}$
- Initial distribution $D_I$: $\{\mathcal{N}(0, I_d), \mathcal{N}(0, 0.1 I_d)\}$

**Ground-Truth Program Reconstruction** We report hyperparameters below for both random search methods on program reconstruction tasks.

<table>
<thead>
<tr>
<th>LEAPS-rand-8</th>
<th>$\sigma$</th>
<th>$D_I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHILE</td>
<td>0.1</td>
<td>$\mathcal{N}(0, 0.1 I_d)$</td>
</tr>
<tr>
<td>IFELSE+WHILE</td>
<td>0.5</td>
<td>$\mathcal{N}(0, 0.1 I_d)$</td>
</tr>
<tr>
<td>2IF+IFELSE</td>
<td>0.5</td>
<td>$\mathcal{N}(0, 0.1 I_d)$</td>
</tr>
<tr>
<td>WHILE+2IF+IFELSE</td>
<td>0.5</td>
<td>$\mathcal{N}(0, 0.1 I_d)$</td>
</tr>
</tbody>
</table>
LEAPS-rand-64 \( \sigma \) \( D_I \)

<table>
<thead>
<tr>
<th></th>
<th>( \sigma )</th>
<th>( D_I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHILE</td>
<td>0.5</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>IFESEL+WHILE</td>
<td>0.5</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>2IF+IFESEL</td>
<td>0.5</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>WHILE+2IF+IFESEL</td>
<td>0.5</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
</tbody>
</table>

**MDP Task Performance** We report hyperparameters below for both random search methods on Karel tasks.

<table>
<thead>
<tr>
<th></th>
<th>( \sigma )</th>
<th>( D_I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CleanHouse</td>
<td>0.5</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>FourCorner</td>
<td>0.5</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>Harvester</td>
<td>0.5</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>Maze</td>
<td>0.25</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>StairClimber</td>
<td>0.5</td>
<td>( \mathcal{N}(0, d) )</td>
</tr>
<tr>
<td>TopOff</td>
<td>0.25</td>
<td>( \mathcal{N}(0, 0.1d) )</td>
</tr>
<tr>
<td>Program</td>
<td>$\sigma$</td>
<td>$D_I$</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------</td>
<td>--------</td>
</tr>
<tr>
<td>CleanHouse</td>
<td>0.5</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>FourCorner</td>
<td>0.25</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>Harvester</td>
<td>0.5</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>Maze</td>
<td>0.1</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>StairClimber</td>
<td>0.25</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
<tr>
<td>TopOff</td>
<td>0.5</td>
<td>$\mathcal{N}(0, 0.1I_d)$</td>
</tr>
</tbody>
</table>

### 3.7.13 Computational Resources

For our experiments, we used both internal and cloud provider machines. Our internal machines are:

- M1: 40-vCPU Intel Xeon with 4 GTX Titan Xp GPUs
- M2: 72-vCPU Intel Xeon with 4 RTX 2080 Ti GPUs

The cloud instances that we used are either 128-thread AMD Epyc or 96-thread Intel Xeon based cloud instances with 4-8 NVIDIA Tesla T4 GPUs. Experiments were run in parallel across many CPUs whenever possible, thus requiring the high vCPU count machines.

The experiment costs (GPU memory/time) are as follows:

**Learning Program Embedding Stage:**

- LEAPS-P: 4.2GB/13hrs on either M1 or M2
- LEAPS-P+R: 4.2GB/44-54hrs on M2
- LEAPS-P+L: 8.7GB/26hrs on either M1 or M2
- LEAPS: 8.8GB/104hrs on M1, 8.8GB/58hrs on M2
Policy Learning Stage:

- CEM search: 0.8GB/4-10min (depends on the CEM population size and the number of iterations until convergence)

- DRL/DRL-abs/DRL-abs-t: 0.7-2GB/1hr per run with parallelization across 10 processes

- HRL/HRL-abs: 1-2GB/2.5hrs per run

- VIPER: 0.7GB/20-30 minutes (excluding the time for learning its teacher policy)

3.7.14 Toward Robotics Applications

One way to make the LEAPS framework applicable to robotics domains would be simultaneously learning perception modules and action controllers. Other possible solutions include incorporating program execution methods [11, 216, 288, 337, 160, 124] that are designed to allow program execution or designing DSLs that allow pre-training of perception modules and action controllers.

Also, the proposed framework share similarity with works in multi-task RL [216, 11, 295, 299, 281] and meta-learning [280, 202, 319, 315, 311, 244, 77, 139, 316, 45, 158, 212, 252, 193, 239, 49]. Specifically, the proposed framework learns a program embedding space from a distribution of tasks/programs. Once the program embedding space is learned, it can be reused to solve different tasks without retraining.
Figure 3.4: **Visualizations of learned program embedding space.** We perform dimensionality reduction with PCA to embed encoded programs from the training dataset, samples drawn from a normal distribution, programs from the testing dataset, and programs reconstructed by models to a 2D space. The shape of the latent training programs in the program embedding spaces learned by LEAPS-P and LEAPS-P+R are similar to a normal distribution, while in the program embedding spaces learned by LEAPS and LEAPS-P+L, the shape is more twisted, suggesting the effectiveness of the proposed latent behavior reconstruction objective. Moreover, the distances between pairs of ground-truth programs and their reconstructions are smaller in the program embedding space learned by LEAPS, highlighting the advantage of employing both of the two proposed behavior reconstruction objectives.
Figure 3.5: **StairClimber CEM Trajectory Visualization.** Latent training programs from the training dataset, a ground-truth program for StairClimber task, CEM populations, and CEM next candidate programs are embedded to a 2D space using PCA. Both the average reward of the entire population and the reward of the next candidate program (CEM Next Center) consistently increase as the number of iterations increase. Also, the CEM population gradually moves toward where the ground-truth program is located.
Figure 3.6: **FOURCORNER CEM Trajectory Visualization.** Latent training programs from the training dataset, a ground-truth program for the FOURCORNER task, CEM populations, and CEM next candidate programs are embedded to a 2D space using PCA. The CEM trajectory does not converge. The ground-truth program lies far away from the initial sampled distribution, which might contribute to the difficulty of converging.
Figure 3.7: **User Interface for the Human Debugging Interpretability Experiments.** The top contains moving rollout visualizations of the current program in the “Input Program” box, which users are allowed to edit. “Input Program” will first contain the program synthesized by LEAPS. Syntax errors or other issues with code (such as the edit distance being too high) are displayed in the “Issue with Code?” box, the reward of the current inputted program is in the “New Reward” box, and the reward of the original program synthesized by LEAPS is in the “Orig Reward” box. The user’s best reward across all inputted programs is kept track of in the “Best Reward” box.
**Figure 3.8: Human Debugging Experiment Example Programs (TopOff).** Example original and human-edited programs for each Karel task for edit distances 3 and 5.
**Figure 3.9: Human Debugging Experiment Example Programs (FOURCORNER).** Example original and human-edited programs for each Karel task for edit distances 3 and 5.

<table>
<thead>
<tr>
<th>LEAPS (REWARD=0.25)</th>
<th>3 EDITS (REWARD=1.0)</th>
<th>5 EDITS (REWARD=1.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEF run m()</td>
<td>DEF run m()</td>
<td>DEF run m()</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>move</td>
<td>move</td>
<td>move</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>REPEAT R=4 r()</td>
<td>putMarker</td>
<td>REPEAT R=3 r()</td>
</tr>
<tr>
<td>move</td>
<td>move</td>
<td>move</td>
</tr>
<tr>
<td>m)</td>
<td>m)</td>
<td>m)</td>
</tr>
<tr>
<td>turnRight</td>
<td>putMarker</td>
<td>turnRight</td>
</tr>
<tr>
<td>r)</td>
<td>r)</td>
<td>r)</td>
</tr>
<tr>
<td>putMarker</td>
<td>putMarker</td>
<td>putMarker</td>
</tr>
<tr>
<td>turnRight</td>
<td>turnRight</td>
<td>turnRight</td>
</tr>
<tr>
<td>r)</td>
<td>r)</td>
<td>r)</td>
</tr>
<tr>
<td>m)</td>
<td>m)</td>
<td>m)</td>
</tr>
</tbody>
</table>
Figure 3.10: Human Debugging Experiment Example Programs (Harvester). Example original and human-edited programs for each Karel task for edit distances 3 and 5.
Figure 3.11: **Ground-Truth Test and Karel Programs.** Here we display ground-truth test set programs used for reconstruction experiments and example ground-truth programs that we write which can solve the Karel tasks (there are an infinite number of programs that can solve each task). Conditionals are enclosed in `c(c)`, while loops are enclosed in `w(w)`, if statements are enclosed in `i(i)`, and the main program is enclosed in `DEF run m(m)`. 

<table>
<thead>
<tr>
<th><strong>Program</strong></th>
<th><strong>Code</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WHILE:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( frontIsClear c) w{ &lt;br&gt;turnRight&lt;br&gt;move&lt;br&gt;pickMarker&lt;br&gt;turnRight &lt;br&gt;w}&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>IFELSE+WHILE:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;IFELSE c( markersPresent c) i{ &lt;br&gt;move turnRight&lt;br&gt;i) ELSE c{ &lt;br&gt;move&lt;br&gt;e) &lt;br&gt;move&lt;br&gt;WHILE c( leftIsClear c) w{ &lt;br&gt;turnLeft&lt;br&gt;w}&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>WHILE+2IF+IFELSE:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( leftIsClear c) w{ &lt;br&gt;turnLeft&lt;br&gt;IF c( frontIsClear c) i{ &lt;br&gt;putMarker move&lt;br&gt;i)&lt;br&gt;move&lt;br&gt;IF c( rightIsClear c) i{ &lt;br&gt;turnRight move&lt;br&gt;i)&lt;br&gt;IFELSE c( frontIsClear c) i{ &lt;br&gt;move&lt;br&gt;i)&lt;br&gt;ELSE e{ &lt;br&gt;turnLeft move&lt;br&gt;e)&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>CLEANHOUSE:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( noMarkersPresent c) w{ &lt;br&gt;IF c( leftIsClear c) i{ &lt;br&gt;turnLeft&lt;br&gt;i)&lt;br&gt;move&lt;br&gt;IF c( markersPresent c) i{ &lt;br&gt;pickMarker&lt;br&gt;i)&lt;br&gt;move&lt;br&gt;IF c( markersPresent c) i{ &lt;br&gt;pickMarker&lt;br&gt;i)&lt;br&gt;move&lt;br&gt;turnLeft&lt;br&gt;move&lt;br&gt;WHILE c( markersPresent c) w{ &lt;br&gt;pickMarker&lt;br&gt;move&lt;br&gt;turnLeft&lt;br&gt;move&lt;br&gt;turnRight&lt;br&gt;w}&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>STAIRCLIMBER:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( noMarkersPresent c) w{ &lt;br&gt;turnLeft&lt;br&gt;move&lt;br&gt;turnRight&lt;br&gt;w}&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>FOURCORNER:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( noMarkersPresent c) w{ &lt;br&gt;WHILE c( frontIsClear c) w{ &lt;br&gt;move&lt;br&gt;w}&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>MAZE:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( noMarkersPresent c) w{ &lt;br&gt;IFELSE c( rightIsClear c) i{ &lt;br&gt;turnRight&lt;br&gt;i)&lt;br&gt;move&lt;br&gt;IF c( markersPresent c) i{ &lt;br&gt;putMarker&lt;br&gt;turnLeft&lt;br&gt;move&lt;br&gt;i)&lt;br&gt;ELSE e{ &lt;br&gt;WHILE c( not c( frontIsClear c) c) w{ &lt;br&gt;turnLeft&lt;br&gt;move&lt;br&gt;e)&lt;br&gt;move&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>TOPOFF:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( frontIsClear c) w{ &lt;br&gt;IF c( frontIsClear c) i{ &lt;br&gt;putMarker&lt;br&gt;move&lt;br&gt;i)&lt;br&gt;move&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>HARVESTER:</strong></td>
<td><code>DEF run m{</code>&lt;br&gt;WHILE c( markersPresent c) w{ &lt;br&gt;WHILE c( markersPresent c) w{ &lt;br&gt;pickMarker&lt;br&gt;move&lt;br&gt;move&lt;br&gt;w}&lt;br&gt;turnRight&lt;br&gt;move&lt;br&gt;turnLeft&lt;br&gt;WHILE c( markersPresent c) w{ &lt;br&gt;pickMarker&lt;br&gt;move&lt;br&gt;move&lt;br&gt;turnLeft&lt;br&gt;move&lt;br&gt;turnRight &lt;br&gt;w}&lt;br&gt;m)</td>
</tr>
<tr>
<td><strong>FIGURE 3.11:</strong></td>
<td>- Ground-Truth Test and Karel Programs. () - Example ground-truth programs that solve Karel tasks. () Conditionals are enclosed in <code>c(c)</code>, loops in <code>w(w)</code>, if statements in <code>i(i)</code>, and the main program is enclosed in <code>DEF run m(m)</code>.</td>
</tr>
</tbody>
</table>
Figure 3.12: Example program reconstruction task programs generated by naïve, LEAPS-P, and LEAPS-P+R. The programs that achieve the highest reward while being representative of programs generated by most seeds are shown. The naïve program synthesis baseline usually generates the simplest programs, with fewer conditional statements and loops than the LEAPS ablations. Notably, it fails to generate IFELSE statements on these examples, while LEAPS has no problem doing so.
Figure 3.13: **Example program reconstruction task** programs generated by LEAPS-P+L and LEAPS. The programs that achieve the highest reward while being representative of programs generated by most seeds are shown. The naïve program synthesis baseline usually generates the simplest programs, with fewer conditional statements and loops than the LEAPS ablations. Notably, it fails to generate IFELSE statements on these examples, while LEAPS has no problem doing so.
Figure 3.14: Example Karel programs generated by LEAPS. The programs that achieved the best reward out of all seeds are shown.
Figure 3.15: **LEAPS Variations Illustrations.** Blue trapezoids represent the modules whose parameters are being learned in the learning program embedding stage. Red diamonds represent the learning objectives. Gray rounded rectangle represent latent programs (i.e., program embeddings), which are vectors. (a) LEAPS-P: the simplest ablation of LEAPS, in which the program embedding space is learned by only optimizing the program reconstruction loss $\mathcal{L}^P$. (b) LEAPS-P+R: an ablation of LEAPS which optimizes both the program reconstruction loss $\mathcal{L}^P$ and the program behavior reconstruction loss $\mathcal{L}^R$. (c) LEAPS-P+L: an ablation of LEAPS which optimizes both the program reconstruction loss $\mathcal{L}^P$ and the latent behavior reconstruction loss $\mathcal{L}^L$. (d) LEAPS (LEAPS-P+R+L): our proposed framework that optimizes all the proposed objectives.
Figure 3.16: **Baseline Methods Illustrations.** (a) DRL: a DRL policy that takes raw state input (*i.e.* a Karel grid represented as a $W \times H \times 12$ binary tensor as there are 12 possible states for each grid square). (b) DRL-abs: a DRL policy that takes abstract state input, containing a vector of returned values of perceptions, *e.g.* `frontIsClear()==true and markersPresent()==false`. (c) Naive: a naïve program synthesis baseline that learns to directly synthesize a program from scratch by recurrently predicting a sequence of program tokens. (d) HRL/HRL-abs: a hierarchical RL baseline in which a VAE, consisting of an encoder $\text{enc}$ and a decoder $\text{dec}$, is first trained to reconstruct action sequences from program execution traces used by LEAPS. Once the action embedding space is learned, it employs a high-level policy $\pi$ that learns from scratch to solve task by predicting a distribution in the learned action embedding space. Note that the parameters of the decoder $\text{dec}$ are frozen (represented in gray) when the high-level policy is learning. The HRL policy takes raw state input (same as the DRL baseline) and the HRL-abs policy takes abstract state input (same as the DRL-abs baseline).
Figure 3.17: Histograms of the program length (i.e. number of program tokens) in the training and validation datasets.
Figure 3.18: Example of initial configurations and their ideal end states of the Karel tasks. Note that we show only one example of initial configuration and its ideal end state pair for each task. However, markers, walls and agent’s position are randomized in initial configurations depending upon task. Please see section 3.7.11 for more details.
(a) **StairClimber:** LEAPS and DRL are able to climb the stairs, DRL-abs is unable to do so.

(b) **FourCorner:** In this example, LEAPS generates a program which is able to completely solve the task. Both DRL methods learn to only place one single marker in the left bottom corner.

(c) **TopOff:** Here, LEAPS generates a program that solves the task by "topping off" each marker. Both DRL methods only learn to top off the initial marker.
(d) **Maze:** All three methods are able to solve the task.

(c) **CleanHouse:** While both DRL methods learn no meaningful behaviors (generally just spinning around in place), LEAPS generates a program that is able to navigate to and clean the leftmost room.

(f) **Harvester:** All three methods make partial progress on Harvester.

Figure 3.19: **Karel Rollout Visualizations.** Example rollouts for LEAPS, DRL-abs, and DRL for each task.
Part III

Primitive Skill Acquisition
Chapter 4

Meta-Learning on Multimodal Task Distributions

4.1 Introduction

Humans make effective use of prior knowledge to acquire new skills rapidly. When the skill of interest is related to a wide range of skills that one have mastered before, we can recall relevant knowledge of prior skills and exploit them to accelerate the new skill acquisition procedure. For example, imagine that we are learning a novel snowboarding trick with knowledge of basic skills about snowboarding, skiing, and skateboarding. We accomplish this feat quickly by exploiting our basic snowboarding knowledge together with inspiration from our skiing and skateboarding experience.

Can machines likewise quickly master a novel skill based on a variety of related skills they have already acquired? Recent advances in meta-learning \cite{311, 79, 70} have attempted to tackle this problem. They offer machines a way to rapidly adapt to a new task using few samples by first learning an internal representation that matches similar tasks. Such representations can be learned by considering a distribution over similar tasks as the training data distribution. Model-based (\textit{i.e.} RNN-based) meta-learning approaches \cite{70, 319, 202, 193} propose to recognize the task identity from a few sample data, use the task identity to adjust a model’s state (\textit{e.g.} RNN’s internal state or an external memory) and make the appropriate predictions with the adjusted model. Those methods demonstrate good performance at the expense of having to hand-design architectures, yet the optimal strategy of designing a meta-learner for arbitrary tasks may not always
be obvious to humans. On the other hand, model-agnostic meta-learning frameworks \cite{77, 81, 139, 158, 94, 212, 254, 252} seek an initialization of model parameters that a small number of gradient updates will lead to superior performance on a new task. With the flexibility in the model choices, these frameworks demonstrate appealing performance on a variety of domains, including regression, image classification, and reinforcement learning.

While most of the existing model-agnostic meta-learners rely on a single initialization, different tasks sampled from a complex task distributions can require substantially different parameters, making it difficult to find a single initialization that is close to all target parameters. If the task distribution is multimodal with disjoint and far apart modes (e.g. snowboarding, skiing), one can imagine that a set of separate meta-learners with each covering one mode could better master the full distribution. However, associating each task with one of the meta-learners not only requires additional task identity information, which is often not available or could be ambiguous when the modes are not clearly disjoint, but also disables transferring knowledge across different modes of the task distribution. To overcome this issue, we aim to develop a meta-learner that is able to acquire mode-specific prior parameters and adapt quickly given tasks sampled from a multimodal task distribution.

To this end, we leverage the strengths of the two main lines of existing meta-learning techniques: model-based and model-agnostic meta-learning. Specifically, we propose to augment MAML \cite{77} with the capability of generalizing across a multimodal task distribution. Instead of learning a single initialization point in the parameter space, we propose to first compute the task identity of a sampled task by examining task related data samples. Given the estimated task identity, our model then performs modulation to condition the meta-learned initialization on the inferred task mode. Then, with these modulated parameters as the initialization, a few steps of gradient-based adaptation are performed towards the target task to progressively improve its performance. An illustration of our proposed framework is shown in Figure 4.1.
To investigate whether our method can acquire meta-learned prior parameters by learning tasks sampled from multimodal task distributions, we design and conduct experiments on a variety of domains, including regression, image classification, and reinforcement learning. The results demonstrate the effectiveness of our approach against other systems. A further analysis has also shown that our method learns to identify task modes without extra supervision.

The main contributions of this paper are three-fold as follows:

- We identify and empirically demonstrate the limitation of having to rely on a single initialization in a family of widely used model-agnostic meta-learners.

- We propose a framework together with an algorithm to address this limitation. Specifically, it generates a set of meta-learned prior parameters and adapts quickly given tasks from a multimodal task distribution leveraging both model-based and model-agnostic meta-learning.

- We design a set of multimodal meta-learning problems and demonstrate that our model offers a better generalization ability in a variety of domains, including regression, image classification, and reinforcement learning.

4.2 Related Work

The idea of empowering the machines with the capability of learning to learn [298] has been widely explored by the machine learning community. To improve the efficiency of handcrafted optimizers, a flurry of recent works has focused on learning to optimize a learner model. Pioneered by [261, 28], optimization algorithms with learned parameters have been proposed, enabling the automatic exploitation of the structure of learning problems. From a reinforcement learning perspective, [165] represents an optimization algorithm as a learning policy. [13] trains LSTM optimizers to learn update rules from the gradient history, and [244]
trains a meta-learner LSTM to update a learner’s parameters. Similar approach for continual learning is explored in [314].

Recently, investigating how we can replicate the ability of humans to learn new concepts from one or a few instances, known as few-shot learning, has drawn people’s attention due to its broad applicability to different fields. To classify images with few examples, metric-based meta-learning frameworks have been proposed [143, 311, 280, 274, 289, 217, 45], which strive to learn a metric or distance function that can be used to compare two different samples effectively. Recent works along this line [217, 342, 158] share a conceptually similar idea with us and seek to perform task-specific adaptation with different type transformations. Due to the limited space, we defer the detailed discussion to Appendix (Section 4.7). While impressive results have been shown, it is nontrivial to adopt them for complex tasks such as acquiring robotic skills using reinforcement learning [118, 170, 133, 242, 98, 104, 160].

On the other hand, instead of learning a metric, model-based (i.e. RNN-based) meta-learning models learn to adjust model states (e.g. a state of an RNN [193, 70, 318] or external memory [256, 202]) using a training dataset and output the parameters of a learned model or the predictions given test inputs. While these methods have the capacity to learn any mapping from datasets and test samples to their labels, they could suffer from overfitting and show limited generalization ability [79].

Model-agnostic meta-learners [77, 81, 139, 158, 94, 212, 254, 252] are agnostic to concrete model configurations. Specifically, they aim to learn a parameter initialization under a certain task distribution, that aims to provide a favorable inductive bias for fast gradient-based adaptation. With its model agnostic nature, appealing results have been shown on a variety of learning problems. However, assuming tasks are sampled from a concentrated distribution and pursuing a common initialization to all tasks can substantially limit the performance of such methods on multimodal task distributions where the center in the task space becomes ambiguous.
In this paper, we aim to develop a more powerful model-agnostic meta-learning framework which is able to deal with complex multimodal task distributions. To this end, we propose a framework, which first identifies the mode of sampled tasks, similar to model-based meta-learning approaches, and then it modulates the meta-learned prior parameters to make the model better fit to the identified mode. Finally, the model is fine-tuned on the target task rapidly through gradient steps.

4.3 Preliminaries

The goal of meta-learning is to quickly learn task-specific functions that map between input data and the desired output \((x_k, y_k)_{k=1}^{K_t}\) for different tasks \(t\), where the number of data \(K_t\) is small. A task is defined by the underlying data generating distribution \(P(X)\) and a conditional probability \(P_t(Y | X)\). For instance, we consider five-way image classification tasks with \(x_k\) to be images and \(y_k\) to be the corresponding labels, sampled from a task distribution. The data generating distribution is unimodal if it contains classification tasks that belong to a single input and label domain (e.g. classifying different combination of digits). A multimodal counterpart therefore contains classification tasks from multiple different input and label domains (e.g. classifying digits vs. classifying birds). We denote the later distribution of tasks to be the \textit{multimodal task distribution}.

In this paper, we aim to rapidly adapt to a novel task sampled from a multimodal task distribution. We consider a target dataset \(D\) consisting of tasks sampled from a multimodal distribution. The dataset is split into meta-training and meta-testing sets, which are further divided into task-specific training \(D_{T}^{\text{train}}\) and validation \(D_{T}^{\text{val}}\) sets. A meta-learner learns about the underlying structure of the task distribution through training on the meta-training set and is evaluated on meta-testing set.

Our work builds upon Model-Agnostic Meta-Learning (MAML) algorithm [77]. MAML seeks an initialization of parameters \(\theta\) for a meta-learner such that it can be optimized towards a new task with a small number of gradient steps minimizing the task-specific objectives on the training data \(D_{T}^{\text{train}}\), with
Figure 4.1: **Model overview.** The modulation network produces a task embedding \( \upsilon \), which is used to generate parameters \( \{ \tau_i \} \) that modulate the task network. The task network adapts modulated parameters to fit to the target task.

Algorithm 1 **MMAML Meta-Training Procedure.**

1. **Input:** Task distribution \( P(T) \), Hyper-parameters \( \alpha \) and \( \beta \)
2. Randomly initialize \( \theta \) and \( \omega \).
3. **while** not DONE **do**
4. Sample batches of tasks \( T_j \sim P(T) \)
5. **for all** \( j \) **do**
6. Infer \( \upsilon = h(\{x, y\}_K; \omega_h) \) with \( K \) samples from \( D^{\text{train}}_{T_j} \).
7. Generate parameters \( \tau = \{ g_i(\upsilon; \omega_g) \mid i = 1, \ldots, N \} \) to modulate each block of the task network \( f \).
8. Evaluate \( \nabla_{\theta} L_{T_j}(f(x; \theta, \tau); D^{\text{train}}_{T_j}) \) w.r.t the \( K \) samples.
9. Compute adapted parameter with gradient descent:
10. \( \theta'_{T_j} = \theta - \alpha \nabla_{\theta} L_{T_j}(f(x; \theta, \tau); D^{\text{train}}_{T_j}) \)
11. **end for**
12. Update \( \theta \) with \( \beta \nabla_{\theta} \sum_{T_j \sim P(T)} L_{T_j}(f(x; \theta', \tau); D^{\text{val}}_{T_j}) \)
13. Update \( \omega_g \) with \( \beta \nabla_{\omega_g} \sum_{T_j \sim P(T)} L_{T_j}(f(x; \theta', \tau); D^{\text{val}}_{T}) \)
14. Update \( \omega_h \) with \( \beta \nabla_{\omega_h} \sum_{T_j \sim P(T)} L_{T_j}(f(x; \theta', \tau); D^{\text{val}}_{T_j}) \)
15. **end while**

the adapted parameters generalize well to the validation data \( D^{\text{val}}_T \). The initialization of the parameters is trained by sampling mini-batches of tasks from \( D \), computing the adapted parameters for all \( D^{\text{train}}_T \) in the batch, evaluating adapted parameters to compute the validation losses on the \( D^{\text{val}}_T \) and finally update the initial parameters \( \theta \) using the gradients from the validation losses.

### 4.4 Method

Our goal is to develop a framework to quickly master a novel task from a multimodal task distribution.

We call the proposed framework Multimodal Model-Agnostic Meta-Learning (MMAML). The main idea of MMAML is to leverage two complementary neural networks to quickly adapt to a novel task. First, a network called the modulation network predicts the identity of the mode of a task. Then the predicted mode identity is used as an input by a second network called the task network, which is further adapted to the task using gradient-based optimization. Specifically, the modulation network accesses data points from the target task and produces a set of task-specific parameters to modulate the meta-learned prior parameters of the task network. Finally, the modulated task network (but not the task-specific parameters from modulation...
network) is further adapted to target task through gradient-based optimization. A conceptual illustration can be found in Figure 4.1.

In the rest of this section, we introduce our modulation network and a variety of modulation operators in Section 4.4.1. Then we describe our task network and the training details for MMAML in Section 4.4.2.

### 4.4.1 Modulation Network

As mentioned above, modulation network is responsible for identifying the mode of a sampled task, and generate a set of parameters specific to the task. To achieve this, it first takes the given $K$ data points and their labels $\{x_k, y_k\}_{k=1,...,K}$ as input to the task encoder $f$ and produces an embedding vector $v$ that encodes the characteristics of a task:

$$
    v = h\left( \{ (x_k, y_k) \mid k = 1, \cdots, K \}; \omega_h \right)
$$ (4.1)

Then the task-specific parameters $\tau$ are computed based on the encoded task embedding vector $v$, which is further used to modulate the meta-learned prior parameters of the task network. The task network (introduced later in Section 4.4.2) can be an arbitrarily parameterized function, with multiple building blocks (or layers) such as deep convolutional networks [110], or multi-layer recurrent networks [234]. To modulate the parameters of each block in the task network as good initialization for solving the target task, we apply block-wise transformations to scale and shift the output activation of each hidden unit in the network (i.e. the output of a channel of a convolutional layer or a neuron of a fully-connected layer). Specifically, the modulation network produces the modulation vectors for each block $i$, denoted as

$$
    \tau_i = g_i \left( v; \omega_g \right), \text{ where } i = 1, \cdots, N,
$$ (4.2)
where $N$ is the number of blocks in the task network. We formalize the procedure of applying modulation as:

$$\phi_i = \theta_i \odot \tau_i,$$

where $\phi_i$ is the modulated prior parameters for the task network, and $\odot$ represents a general modulation operator. We investigate some representative modulation operations including attention-based (softmax) modulation [199, 306] and feature-wise linear modulation (FiLM) [231, 220, 121]. We empirically observe that FiLM performs better and more stable than attention-based modulation (see Section 4.5 for details), and therefore use FiLM as default operator for modulation. The details of these modulation operators can be found in Appendix (Section 4.7).

### 4.4.2 Task Network

The parameters of each block of the task network are modulated using the task-specific parameters $\tau = \{\tau_i \mid i = 1, \cdots, N\}$ generated by the modulation network, which can generate a mode-aware initialization in the parameter space $f(x; \theta, \tau)$. After the modulation step, few steps of gradient descent are performed on the meta-learned prior parameters of the task network to further optimize the objective function for a target task $\mathcal{T}_i$. Note that the task-specific parameters $\tau_i$ are kept fixed and only the meta-learned prior parameters of the task network are updated. We describe the concrete procedure in the form of the pseudo-code as shown in Algorithm 1. The same procedure of modulation and gradient-based optimization is used both during meta-training and meta-testing time.

Detailed network architectures and training hyper-parameters are different by the domain of applications, we defer the complete details to Appendix.

### 4.5 Experiments

We evaluate our method (MMAML) and baselines in a variety of domains including regression, image classification, and reinforcement learning, under the multimodal task distributions. We consider the following model-agnostic meta-learning baselines:
Table 4.1: Mean square error (MSE) on the **multimodal 5-shot regression** with 2, 3, and 5 modes. A Gaussian noise with $\mu = 0$ and $\sigma = 0.3$ is applied. Multi-MAML uses ground-truth task modes to select the corresponding MAML model. Our method (with FiLM modulation) outperforms other methods by a margin.

<table>
<thead>
<tr>
<th>Method</th>
<th>2 Modes</th>
<th>3 Modes</th>
<th>5 Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Post Modulation</td>
<td>Post Adaptation</td>
<td>Post Modulation</td>
</tr>
<tr>
<td>MAML [77]</td>
<td>-</td>
<td>1.085</td>
<td>-</td>
</tr>
<tr>
<td>Multi-MAML</td>
<td>-</td>
<td>0.433</td>
<td>-</td>
</tr>
<tr>
<td>LSTM Learner</td>
<td>0.362</td>
<td>-</td>
<td>0.548</td>
</tr>
<tr>
<td><strong>Ours: MMAML (Softmax)</strong></td>
<td>1.548</td>
<td>0.361</td>
<td>2.213</td>
</tr>
<tr>
<td><strong>Ours: MMAML (FiLM)</strong></td>
<td>2.421</td>
<td><strong>0.336</strong></td>
<td>1.923</td>
</tr>
</tbody>
</table>

- **MAML [77]** represents the family of model-agnostic meta-learners. The architecture of MAML on each individual domain is designed to be the same as task network in MMAML.

- **Multi-MAML** consists of $M$ (the number of modes) MAML models and each of them is specifically trained on the tasks sampled from a single mode. The performance of this baseline is evaluated by choosing models based on *ground-truth task-mode labels*. This baseline can be viewed as the upper-bound of performance for MAML. If it outperforms MAML, it indicates that MAML’s performance is degenerated due to the multimodality of task distributions. Note that directly comparing the other algorithms to Multi-MAML is not fair as it uses additional information which is not available in real world scenarios.

Note that we aim to develop a general model-agnostic meta-learning framework and therefore the comparison to methods that achieved great performance on only an individual domain are omitted. A more detailed discussion can be found in Appendix (Section 4.7).

### 4.5.1 Regression Experiments

**Setups.** We experiment with our models in multimodal few-shot regression. In our setup, five pairs of input/output data $\{x_k, y_k\}_{k=1,\ldots,K}$ are sampled from a one dimensional function and provided to a learning
model. The model is asked to predict $L$ output values $y^q_1, ..., y^q_L$ for input queries $x^q_1, ..., x^q_L$. To construct the multimodal task distribution, we set up five different functions: sinusoidal, linear, quadratic, transformed $\ell_1$ norm, and hyperbolic tangent functions, and treat them as discrete task modes. We then evaluate three different task combinations with two functions, three functions and five functions in them. For each task, five pairs of data are sampled and Gaussian noise is added to the output value $y$, which further increases the difficulty of identifying which function generated the data. Please refer to Appendix (Section 4.7) for details and parameters for regression experiments.

**Baselines and Our Approach.** As mentioned before, we have MAML and Multi-MAML as two baseline methods, both with MLP task networks. Our method (MMAML) augments the task network with a modulation network. We choose to use an LSTM to serve as the modulation network due to its nature as good at handling sequential inputs and generate predictive outputs. Data points (sorted by $x$ value) are first input to this network to generate task-specific parameters that modulate the task network. The
modulated task network is then further adapted using gradient-based optimization. Two variants of modulation operators – softmax and FiLM are explored to be used in our approach. Additionally, to study the effectiveness of the LSTM model, we evaluate another baseline (referred to as the LSTM Learner) that uses the LSTM as the modulation network (with FiLM) but does not perform gradient-based updates. Please refer to Appendix Section 4.7 for concrete specification of each model.

**Results.** The quantitative results are shown in Table 4.1. We observe that MAML has the highest error in all settings and that incorporating task identity (Multi-MAML) can improve over MAML significantly. This suggests that MAML degenerates under multimodal task distributions. The LSTM learner outperforms both MAML and Multi-MAML, showing that the sequence model can effectively tackle this regression task. MMAML improves over the LSTM learner significantly, which indicates that with a better initialization (produced by the modulation network), gradient-based optimization can lead to superior performance. Finally, since FiLM outperforms Softmax consistently in the regression experiments, we use it for as the modulation method in the rest of experiments.

We visualize the predicted function shapes of MAML, Multi-MAML and MMAML (with FiLM) in Figure 4.2. We observe that modulation can significantly modify the prediction of the initial network to be close to the target function (see Figure 4.2 (a)). The prediction is then further improved by gradient-based optimization (see Figure 4.2 (b)). tSNE [180] visualization of the task embedding (Figure 4.3) shows that our embedding learns to separate the input data of different tasks, which can be seen as a evidence of the mode identification capability of MMAML.

**4.5.2 Image Classification**

**Setup.** The task of few-shot image classification considers the problem of classifying images into $N$ classes with a small number ($K$) of labeled samples available (i.e. $N$-way $K$-shot). To create a multimodal few-shot image classification task, we combine multiple widely used datasets (Omniglot [151], Mini-ImageNet [244],...
Figure 4.3: t-SNE plots of the task embeddings produced by our model from randomly sampled tasks; marker color indicates different modes of a task distribution. The plots (b) and (d) reveal a clear clustering according to different task modes, which demonstrates that MMAML is able to identify the task from a few samples and produce a meaningful embedding $\nu$. (a) Regression: the distance between modes aligns with the intuition of the similarity of functions (e.g. a quadratic function can sometimes be similar to a sinusoidal or a linear function while a sinusoidal function is usually different from a linear function) (b) Few-shot image classification: each dataset (i.e. mode) forms its own cluster. (c-d) Reinforcement learning: The numbered clusters represent different modes of the task distribution. The tasks from different modes are clearly clustered together in the embedding space.

Table 4.2: Classification testing accuracies on the multimodal few-shot image classification with 2, 3, and 5 modes. Multi-MAML uses ground-truth dataset labels to select corresponding MAML models. Our method outperforms MAML and achieves comparable results with Multi-MAML in all the scenarios.

<table>
<thead>
<tr>
<th>Method &amp; Setup</th>
<th>2 Modes</th>
<th></th>
<th>3 Modes</th>
<th></th>
<th>5 Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5-way</td>
<td>20-way</td>
<td>5-way</td>
<td>20-way</td>
<td>5-way</td>
</tr>
<tr>
<td>Way Shot</td>
<td>1-shot</td>
<td>5-shot</td>
<td>1-shot</td>
<td>5-shot</td>
<td>1-shot</td>
</tr>
<tr>
<td>MAML [77]</td>
<td>66.80%</td>
<td>77.79%</td>
<td>44.69%</td>
<td>54.55%</td>
<td>67.97%</td>
</tr>
<tr>
<td>Multi-MAML</td>
<td>66.85%</td>
<td>73.07%</td>
<td>55.15%</td>
<td>55.90%</td>
<td>62.20%</td>
</tr>
<tr>
<td>MMAML (ours)</td>
<td><strong>69.93%</strong></td>
<td><strong>78.73%</strong></td>
<td>47.80%</td>
<td><strong>57.47%</strong></td>
<td><strong>70.15%</strong></td>
</tr>
</tbody>
</table>

Table 4.2: Classification testing accuracies on the multimodal few-shot image classification with 2, 3, and 5 modes. Multi-MAML uses ground-truth dataset labels to select corresponding MAML models. Our method outperforms MAML and achieves comparable results with Multi-MAML in all the scenarios.

FC100 [217], CUB [317], and AIRCRAFT [181]) to form a meta-dataset following the train/test splits used in the prior work, similar to [303, 284]. The details of all the datasets can be found in Appendix (Section 4.7).

We train models on the meta-datasets with two modes (OMNIGLOT and MINI-IMAGENET), three modes (OMNIGLOT, MINI-IMAGENET, and FC100), and five modes (all the five datasets). We use a 4-layer convolutional network for both MAML and our task network.

Results. The results are shown in Table 4.2, demonstrating that our method achieves better results against MAML and performs comparably to Multi-MAML. The performance gap between ours and MAML becomes larger when the number of modes increases, suggesting our method can handle multimodal task
distributions better than MAML. Also, compared to Multi-MAML, our method achieves slightly better results partially because our method learns from all the datasets yet each Multi-MAML is likely to overfit to a single dataset with a smaller number of classes (e.g. Mini-ImageNet and FC100). This finding aligns with the current trend of meta-learning from multiple datasets [303]. The detailed performance on each dataset can be found in Appendix (Section 4.7).

To gain insights to the task embeddings $\nu$ produced by our model, we randomly sample 2000 5-mode 5-way 1-shot tasks and employ tSNE to visualize $\nu$ in Figure 4.3 (b), showing that our task embedding network captures the relationship among modes, where each dataset forms an individual cluster. This structure shows that our task encoder learns a reasonable task embedding space, which allows the modulation network to modulate the parameters of the task network accordingly.

### 4.5.3 Reinforcement Learning

![RL environments](image)

**Figure 4.4: RL environments.** Three environments are used to explore the capability of MMAML to adapt in multimodal task distributions in RL. In all of the environments the agent is tasked to reach a goal marked by a star of a sphere in the figures. The goals are sampled from a multimodal distribution in two or three dimensions depending on the environment. In Point Mass (a) the agent navigates a simple point mass agent in 2-dimensions. In Reacher (b) the agent controls a 3-link robot arm in 2-dimensions. In Ant (c) the agent controls four-legged ant robot and has to navigate to the goal. The goals are sampled from a 2-dimensional distribution presented in figure (d), while the agent itself is 3-dimensional.

**Setup.** Along with few-shot classification and regression, reinforcement learning (RL) has been a central problem where meta-learning has been studied [263, 262, 319, 77, 193, 252]. Similarly to the other domains, the objective in meta-reinforcement learning (meta-RL) is to adapt to a novel task based on limited experience with the task. For RL problems, the inner loop updates of gradient-based meta-learning take the form of
**Figure 4.5:** Visualizations of MMAML and ProMP trajectories in the 4-mode Point Mass 2D environment. Each trajectory originates in the green star. The contours present the multimodal goal distribution. Multiple trajectories are shown per each update step. For each column: the **leftmost figure** depicts the initial exploratory trajectories without modulation or gradient adaptation applied. The **middle figure** presents ProMP after one gradient adaptation step and MMAML after a gradient adaptation step and the modulation step, which are computed based on the same initial trajectories. The **figure on the right** presents the methods after two gradient adaptation steps in addition to the MMAML modulation step.

**Figure 4.6:** Visualizations of MMAML and ProMP trajectories in the **Ant** and **Reacher** environments. The figures represent randomly sampled trajectories after the modulation step and two gradient steps for Reacher and three for Ant. Each frame sequence represents a complete trajectory, with the beginning, middle and end of the trajectories captured by the left, middle and right frames respectively. Videos of the trained agents can be found at [https://vuoristo.github.io/MMAML/](https://vuoristo.github.io/MMAML/).
policy gradient updates. For a more detailed description of the meta-RL problem setting, we refer the reader to [252].

We seek to verify the ability of MMAML to learn to adapt to tasks sampled from multimodal task distributions based on limited interaction with the environment. We do so by evaluating MMAML and the baselines on four continuous control environments using the MuJoCo physics simulator [300]. In all of the environments, the agent is rewarded on every time step for minimizing the distance to the goal. The goals are sampled from multimodal goal distributions with environment specific parameters. The agent does not observe the location of the goal directly but has to learn to find it based on the reward instead. To provide intuition on the environments, illustrations of the robots are presented in Figure 4.4. Examples of trajectories are presented in Figure 4.5 for Point Mass and in Figure 4.6 for Ant and Reacher. Complete details of the environments and goal distributions can be found in Appendix (Section 4.7).

**Baselines and Our Approach.** To identify the mode of a task distribution with MMAML, we run the initial policy to interact with the environment and collect a batch of trajectories. These initial trajectories are used for two purposes: computing the adapted parameters using a gradient-based update and modulating the updated parameters based on the task embedding $\nu$ computed by the modulation network. The modulation vectors $\tau$ are kept fixed for the subsequent gradient updates. Descriptions of the network architectures and training hyperparameters are deferred to Appendix (Section 4.7). Due to credit-assignment problems present in the MAML for RL algorithm [77] as identified in [252], we optimize our policies and modulation networks with ProMP [252] algorithm, which resolves these issues.

We use ProMP both as the training algorithm for MMAML and as a baseline. Multi-ProMP is an artificial baseline to show the performance of training one policy for each mode using ProMP. In practice we train an agent for only one of the modes since the task distributions are symmetric and the agent is initialized to a random pose.
Table 4.3: The mean and standard deviation of cumulative reward per episode for multimodal reinforcement learning problems with 2, 4 and 6 modes reported across 3 random seeds. Multi-ProMP is ProMP trained on an easier task distribution which consists of a single mode of the multimodal distribution to provide an approximate upper limit on the performance on each task.

<table>
<thead>
<tr>
<th>Method</th>
<th>Point Mass 2D</th>
<th>Reacher</th>
<th>Ant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 Modes</td>
<td>4 Modes</td>
<td>6 Modes</td>
</tr>
<tr>
<td>Multi-ProMP</td>
<td>-109 ± 6</td>
<td>-109 ± 6</td>
<td>-92 ± 4</td>
</tr>
<tr>
<td>Ours</td>
<td>-136 ± 8</td>
<td>-209 ± 32</td>
<td>-169 ± 48</td>
</tr>
</tbody>
</table>

**Results.** The results for the meta-RL experiments presented in Table 4.3 show that MMAML consistently outperforms the unmodulated ProMP. The good performance of Multi-ProMP, which only considers a single mode suggests that the difficulty of adaptation in our environments results mainly from the multiple modes. We find that the difficulty of the RL tasks does not scale directly with the number of modes, *i.e.* the performance gap between MMAML and ProMP for POINT Mass with 6 modes is smaller than the gap between them for 4 modes. We hypothesize the more distinct the different modes of the task distribution are, the more difficult it is for a single policy initialization to master. Therefore, adding intermediate modes (going from 4 to 6 modes) can in some cases make the task distribution easier to learn.

The tSNE visualizations of embeddings of random tasks in the Point Mass and Reacher domains are presented in Figure 4.3. The clearly clustered embedding space shows that the task encoder is capable of identifying the task mode and the good results MMAML achieves suggest that the modulation network effectively utilizes the task embeddings to tackle the multimodal task distribution.

### 4.6 Conclusion

We present a novel approach that is able to leverage the strengths of both model-based and model-agnostic meta-learners to discover and exploit the structure of multimodal task distributions. Given a few samples from a target task, our modulation network first identifies the mode of the task distribution and then
modulates the meta-learned prior in a parameter space. Next, the gradient-based meta-learner efficiently adapts to the target task through gradient updates. We empirically observe that our modulation network is capable of effectively recognizing the task modes and producing embeddings that captures the structure of a multimodal task distribution. We evaluated our proposed model in multimodal few-shot regression, image classification and reinforcement learning, and achieved superior generalization performance on tasks sampled from multimodal task distributions.

4.7 Appendix

4.7.1 Details on Modulation Operators

**Attention based modulation** has been widely used in modern deep learning models and has proved its effectiveness across various tasks [340, 199, 349, 333]. Inspired by the previous works, we employed attention to modulate the prior model. In concrete terms, attention over the outputs of all neurons (Softmax) or a binary gating value (Sigmoid) on each neuron’s output is computed by the modulation network. These modulation vectors $\tau$ are then used to scale the pre-activation of each neural network layer $F_{\theta}$, such that $F_{\phi} = F_{\theta} \otimes \tau$. Note that here $\otimes$ represents a channel-wise multiplication.

**Feature-wise linear modulation (FiLM)** has been proposed to modulate neural networks for achieving the conditioning effects of data from different modalities. We adopt FiLM as an option for modulating our task network parameters. Specifically, the modulation vectors $\tau$ are divided into two components $\gamma$ and $\beta$ such that for a certain layer of the neural network with its pre-activation $F_{\theta}$, we would have $F_{\phi} = F_{\theta} \otimes \tau_{\gamma} + \tau_{\beta}$. It can be viewed as a more generic form of attention mechanism. Please refer to [231] for the complete details. In a recent few-shot image classification paper [217], FiLM modulation is used in a metric learning model and achieves high performance. Similarly, employing FiLM modulation
has been shown effective on a variety of tasks such as image synthesis [136, 220, 121, 6], visual question answering [231, 230], style transfer [71], recognition [119, 330], reading comprehension [65], etc.

4.7.2 Further Discussion on Related Works

Discussions on Task-Specific Adaptation/Modulation. As mentioned in the related work of the main text, some recent works [217, 342, 158] leverage the task-specific adaptation or modulation to achieve few-shot image classification. Now we discuss about them in details. [217] propose to learn a task-specific network that adapts the weight of the visual embedding networks via feature-wise linear modulation (FiLM) [231]. Similarly, [342] learns to perform similar task-specific adaptation for few-shot image classification via Transformer [306]. [158] learns a visual embedding network with a task-specific metric and task-agnostic parameters, where the task-specific metric can be update via a fixed steps of gradient updates similar to [79]. In contrast, we aim to leverage the power of task-specific modulation to develop a more powerful model-agnostic meta-learning framework, which is able to effectively adapt to tasks sampled from a multimodal task distribution. Note that our proposed framework is capable of solving few-shot regression, classification, and reinforcement learning tasks.

4.7.3 Baselines

Since we aim to develop a general model-agnostic meta-learning framework, the comparison to methods that achieved great performance on only an individual domain are omitted.

Image Classification. While Prototypical networks [280], Proto-MAML [303], and TADAM [217] learn a metric space for comparing samples and therefore are not directly applicable to regression and reinforcement learning domains, we believe it would be informative to evaluate those methods on our multimodal image classification setting. For this purpose, we refer the readers to a recent work [303] which presents extensive
experiments on a similar multimodal setting with a wide range of methods, including model-based (RNN-based) methods, model-agnostic meta-learners, and metric-based methods.

**Reinforcement Learning.** We believe comparing MMAML to ProMP [252] on reinforcement learning tasks highlights the advantage of using a separate modulation network in addition to the task network, given that in the reinforcement learning setting MMAML uses ProMP as the optimization algorithm. Besides ProMP, Bayesian MAML [139] presents an appealing baseline for multimodal task distributions. We tried to run Bayesian MAML on our multimodal task distributions but had technical difficulties with it. The source code for Bayesian MAML in classification and regression is not publicly available.

### 4.7.4 Additional Experimental Details

#### 4.7.4.1 Regression

**Setups**

To form multimodal task distributions for regression, we consider a family of functions including sinusoidal functions (in forms of \( A \cdot \sin w \cdot x + b + \epsilon \), with \( A \in [0.1, 5.0] \), \( w \in [0.5, 2.0] \) and \( b \in [0, 2\pi] \)), linear functions (in forms of \( A \cdot x + b \), with \( A \in [-3, 3] \) and \( b \in [-3, 3] \)), quadratic functions (in forms
of $A \cdot (x - c)^2 + b$, with $A \in [-0.15, -0.02] \cup [0.02, 0.15]$, $c \in [-3.0, 3.0]$ and $b \in [-3.0, 3.0]$), $\ell_1$ norm function (in forms of $A \cdot |x - c| + b$, with $A \in [-0.15, -0.02] \cup [0.02, 0.15]$, $c \in [-3.0, 3.0]$ and $b \in [-3.0, 3.0]$), and hyperbolic tangent function (in forms of $A \cdot \tanh(x - c) + b$, with $A \in [-3.0, 3.0]$, $c \in [-3.0, 3.0]$ and $b \in [-3.0, 3.0]$). Gaussian observation noise with $\mu = 0$ and $\epsilon = 0.3$ is added to each data point sampled from the target task. In all the experiments, $K$ is set to 5 and $L$ is set to 10. We report the mean squared error (MSE) as the evaluation criterion. Due to the multimodality and uncertainty, this setting is more challenging comparing to [77].

**Models and Optimization**

In the regression task, we trained a 4-layer fully connected neural network with the hidden dimensions of 100 and ReLU non-linearity for each layer, as the base model for both MAML and MMAML. In MMAML, an additional model with a Bidirectional LSTM of hidden size 40 is trained to generate $\tau$ and to modulate each layer of the base model. We used the same hyper-parameter settings as the regression experiments presented in [77] and used Adam [140] as the meta-optimizer. For all our models, we train on 5 meta-train examples and evaluate on 10 meta-val examples to compute the loss.

**Evaluation Protocol**

In the evaluation of regression experiments, we samples 25,000 tasks for each task mode and evaluate all models with 5 gradient steps during the adaptation (if applicable), with the adaptation learning rate set to be the one models learned with. Therefore, the results for 2 mode experiments is computed over 50,000 tasks, corresponding 3 mode experiment is computed over 75,000 tasks and 5 mode has 125,000 tasks in total. We evaluate all methods over the function range between -5 and 5, and report the accumulated mean squared error as performance measures.

**Effect of Modulation and Adaptation**

We analyze the effect of modulation and adaptation steps on the regression experiments. Specifically, we show both the qualitative and quantitative results on the 5-mode regression task, and plot the induced
function curves as well as measure the Mean Squared Error (MSE) after applying modulation step or both modulation and adaptation step. Note that MMAML starts from a learned prior parameters (denoted as prior params), and then sequentially performs modulation and adaptation steps. The results are shown in the Figure 4.8 and Table 4.4. We see that while inference with prior parameters itself induces high error, adding modulation as well as further adaptation can significantly reduce such error. We can see that the modulation step is trying to seek a rough solution that captures the shape of the target curve, and the gradient based adaptation step refines the induced curve.

![Figure 4.8: 5-mode Regression: Visualization with Linear & Quadratic Function.](image)

![Table 4.4: 5-mode Regression: Performance measured in mean squared error (MSE).](table)

<table>
<thead>
<tr>
<th>MMAML</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior Params</td>
<td>17.299</td>
</tr>
<tr>
<td>+ Modulation</td>
<td>2.166</td>
</tr>
<tr>
<td>+ Adaptation</td>
<td>0.868</td>
</tr>
</tbody>
</table>

**4.7.4.2 Image Classification**

**Meta-dataset**

To create a meta-dataset by merging multiple datasets, we utilize five popular datasets: Omniglot, Mini-ImageNet, FC100, CUB, and Aircraft. The detailed information of all the datasets are summarized in Table 4.5. To fit the images from all the datasets to a model, we resize all the images to $84 \times 84$. The images randomly sampled from all the datasets are shown in Figure 4.9, demonstrating a diverse set of modes.

**Hyperparameters**
Table 4.5: Details of few-shot image classification datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train classes</th>
<th>Validation classes</th>
<th>Test classes</th>
<th>Image size</th>
<th>Image channel</th>
<th>Image content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omniglot</td>
<td>4112</td>
<td>688</td>
<td>1692</td>
<td>28 × 28</td>
<td>1</td>
<td>handwritten characters</td>
</tr>
<tr>
<td>Mini-ImageNet</td>
<td>64</td>
<td>16</td>
<td>20</td>
<td>84 × 84</td>
<td>3</td>
<td>objects</td>
</tr>
<tr>
<td>FC100</td>
<td>64</td>
<td>16</td>
<td>20</td>
<td>32 × 32</td>
<td>3</td>
<td>objects</td>
</tr>
<tr>
<td>CUB</td>
<td>140</td>
<td>30</td>
<td>30</td>
<td>~500 × 500</td>
<td>3</td>
<td>birds</td>
</tr>
<tr>
<td>Aircraft</td>
<td>70</td>
<td>15</td>
<td>15</td>
<td>~1-2 Mpixels</td>
<td>3</td>
<td>aircrafts</td>
</tr>
</tbody>
</table>

We present the hyperparameters for all the experiments in Table 4.6. We use the same set of hyperparameters to train our model and MAML for all experiments, except that we use a smaller meta batch-size for 20-way tasks and train the jobs for more iterations due to the limited memory of GPUs that we have access to.

We use 15 examples per class for evaluating the post-update meta-gradient for all the experiments, following [77, 244]. All the trainings use the Adam optimizer [140] with default hyperparameters.

For Multi-MAML, since we train a MAML model for each dataset, it gives us the freedom to use different sets of hyperparameters for different datasets. We tried our best to find the best hyperparameters for each dataset.

**Network Architectures**
Table 4.6: Hyperparameters for multimodal few-shot image classification experiments. We experiment different hyperparameters for each dataset for Multi-MAML. The dataset group Grayscale includes Omniglot and RGB includes Mini-ImageNet and FC100, CUB, and Aircraft.

<table>
<thead>
<tr>
<th>Method</th>
<th>Setup</th>
<th>Dataset group</th>
<th>Slow lr</th>
<th>Fast lr</th>
<th>Meta batch-size</th>
<th>Number of updates</th>
<th>Training iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAML</td>
<td>5-way 1-shot</td>
<td>-</td>
<td>0.001</td>
<td>0.05</td>
<td>10</td>
<td>5</td>
<td>5-way 5-shot 60000</td>
</tr>
<tr>
<td>MMAML (ours)</td>
<td>5-way 5-shot</td>
<td>Grayscale</td>
<td>0.4</td>
<td>10</td>
<td>1</td>
<td></td>
<td>5-way 5-shot 60000</td>
</tr>
<tr>
<td></td>
<td>5-way 1-shot</td>
<td>RGB</td>
<td>0.01</td>
<td>4</td>
<td>5</td>
<td></td>
<td>5-way 5-shot 60000</td>
</tr>
<tr>
<td>MAML</td>
<td>20-way 1-shot</td>
<td>-</td>
<td>0.001</td>
<td>0.05</td>
<td>5</td>
<td>5</td>
<td>20-way 5-shot 80000</td>
</tr>
<tr>
<td>MMAML (ours)</td>
<td>20-way 3-shot</td>
<td>Grayscale</td>
<td>0.1</td>
<td>4</td>
<td>5</td>
<td></td>
<td>20-way 3-shot 80000</td>
</tr>
<tr>
<td></td>
<td>20-way 1-shot</td>
<td>RGB</td>
<td>0.01</td>
<td>2</td>
<td>5</td>
<td></td>
<td>20-way 3-shot 80000</td>
</tr>
<tr>
<td>Multi-MAML</td>
<td>5-way 5-shot</td>
<td>Grayscale</td>
<td>0.1</td>
<td>4</td>
<td>5</td>
<td></td>
<td>5-way 5-shot 60000</td>
</tr>
<tr>
<td></td>
<td>20-way 3-shot</td>
<td>RGB</td>
<td>0.01</td>
<td>2</td>
<td>5</td>
<td></td>
<td>5-way 5-shot 60000</td>
</tr>
</tbody>
</table>

**Task Network.** For the task network, we use the exactly same architecture as the MAML convolutional network proposed in [77]. It consists of four convolutional layers with the channel size 32, 64, 128, and 256, respectively. All the convolutional layers have a kernel size of 3 and stride of 2. A batch normalization layer follows each convolutional layer, followed by ReLU. With the input tensor size of \((n \cdot k) \times 84 \times 84 \times 3\) for a \(n\)-way \(k\)-shot task, the output feature maps after the final convolutional layer have a size of \((n \cdot k) \times 6 \times 6 \times 256\). The feature maps are then average pooled along spatial dimensions, resulting feature vectors with a size of \((n \cdot k) \times 256\). A linear fully-connected layer takes the feature vector as input, and produce a classification prediction with a size of \(n\) for \(n\)-way classification tasks.

**Task Encoder.** For the task encoder, we use the exactly same architecture as the task network. It consists of four convolutional layers with the channel size 32, 64, 128, and 256, respectively. All the convolutional layers have a kernel size of 3, stride of 2, and use valid padding. A batch normalization layer follows each convolutional layer, followed by ReLU. With the input tensor size of \((n \cdot k) \times 84 \times 84 \times 3\) for a \(n\)-way
Table 4.7: The performance (classification accuracy) on the **multimodal few-shot image classification** with 2 **modes** on each dataset.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Method</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Omniglot</td>
</tr>
<tr>
<td>5-way 1-shot</td>
<td>MAML</td>
<td>89.24%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>97.78%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>94.90%</td>
</tr>
<tr>
<td>5-way 5-shot</td>
<td>MAML</td>
<td>96.24%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>98.48%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>98.47%</td>
</tr>
<tr>
<td>20-way 1-shot</td>
<td>MAML</td>
<td>55.36%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>91.59%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>83.14%</td>
</tr>
</tbody>
</table>

Table 4.8: The performance (classification accuracy) on the **multimodal few-shot image classification** with 3 **modes** on each dataset.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Method</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Omniglot</td>
</tr>
<tr>
<td>5-way 1-shot</td>
<td>MAML</td>
<td>86.76%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>97.78%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>93.67%</td>
</tr>
<tr>
<td>5-way 5-shot</td>
<td>MAML</td>
<td>95.11%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>98.48%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>99.56%</td>
</tr>
<tr>
<td>20-way 1-shot</td>
<td>MAML</td>
<td>57.87%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>91.59%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>85.00%</td>
</tr>
</tbody>
</table>

The feature maps are then average pooled along spatial dimensions, resulting feature vectors with a size of \((n \cdot k) \times 256\). To produce an aggregated embedding vector from all the feature vectors representing all samples, we perform an average pooling, resulting a feature vector with a size of 256. Finally, a fully-connected layer followed by ReLU takes the feature vector as input, and produce a task embedding vector \(v\) with a size of 128.
Table 4.9: The performance (classification accuracy) on the multimodal few-shot image classification with 5 modes on each dataset.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Method</th>
<th>Omniglot</th>
<th>Mini-ImageNet</th>
<th>FC100</th>
<th>CUB</th>
<th>Aircraft</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-way 1-shot</td>
<td>MAML</td>
<td>83.63%</td>
<td>37.78%</td>
<td>33.70%</td>
<td>86.96%</td>
<td>36.74%</td>
<td>35.48%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>97.78%</td>
<td>35.91%</td>
<td>34.00%</td>
<td>93.44%</td>
<td>32.03%</td>
<td>27.59%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>91.48%</td>
<td>42.89%</td>
<td>32.59%</td>
<td>93.56%</td>
<td>38.30%</td>
<td>36.82%</td>
</tr>
<tr>
<td>5-way 5-shot</td>
<td>MAML</td>
<td>89.41%</td>
<td>51.26%</td>
<td>43.41%</td>
<td>82.30%</td>
<td>45.80%</td>
<td>43.92%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>98.48%</td>
<td>47.67%</td>
<td>40.44%</td>
<td>98.56%</td>
<td>45.70%</td>
<td>47.29%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>97.96%</td>
<td>51.29%</td>
<td>44.08%</td>
<td>97.88%</td>
<td>53.89%</td>
<td>51.53%</td>
</tr>
<tr>
<td>20-way 1-shot</td>
<td>MAML</td>
<td>59.10%</td>
<td>15.49%</td>
<td>11.75%</td>
<td>59.45%</td>
<td>16.31%</td>
<td>31.57%</td>
</tr>
<tr>
<td></td>
<td>Multi-MAML</td>
<td>91.59%</td>
<td>14.71%</td>
<td>13.00%</td>
<td>85.46%</td>
<td>18.87%</td>
<td>30.72%</td>
</tr>
<tr>
<td></td>
<td>MMAML (ours)</td>
<td>86.28%</td>
<td>14.35%</td>
<td>11.59%</td>
<td>91.86%</td>
<td>24.05%</td>
<td>30.89%</td>
</tr>
</tbody>
</table>

Figure 4.10: tSNE plots of task embeddings produced in multimodal few-shot image classification domain. (a) 2-mode 5-way 1-shot (b) 3-mode 5-way 1-shot (c) 5-mode 5-way 5-shot.

Modulation MLPs. Since the task network consists of four convolutional layers with the channel size 32, 64, 128, and 256 and modulating each of them requires producing both $\tau_\gamma$ and $\tau_\beta$, we employ four linear fully-connected layers to convert the task embedding vector $\upsilon$ to $\{\tau_{\gamma_1}, \tau_{\beta_1}\}$ (with a dimension of 32), $\{\tau_{\gamma_2}, \tau_{\beta_2}\}$ (with a dimension of 64), $\{\tau_{\gamma_3}, \tau_{\beta_3}\}$ (with a dimension of 128), and $\{\tau_{\gamma_4}, \tau_{\beta_4}\}$ (with a dimension of 256). Note the modulation for each layer is performed by $\theta_i \odot \gamma_i + \beta_i$, where $\odot$ denotes the Hadamard product.
Figure 4.11: Training curves for MMAML and ProMP in reinforcement learning environments. The curves indicate the average return per episode after gradient-based updates and modulation. The shaded region indicates standard deviation across three random seeds. The curves have been smoothed by averaging the values within a window of 10 steps.

4.7.4.3 Reinforcement Learning

Environments

The training curves for all environments are presented in Figure 4.11.

**Point Mass**. We consider three variants of the Point Mass environment with 2, 4, and 6 modes. The agent controls a point mass by outputting changes to the velocity. At every time step the agent receives the negative euclidean distance to the goal as the reward. The goals are sampled from a multimodal goal distribution by first selecting the mode center and then adding Gaussian noise to the goal location. In the 4 mode variant the modes are the points $(-5, -5), (-5, 5), (5, -5), (5, 5)$. In the 2 mode variant the modes are the points $(-5, -5), (5, 5)$. In the 6 mode variant the modes are the vertices of a regular hexagon with
at distance 5 from the origin. All variants have noise scale of 2.0. Visualizations of agent trajectories can be found in Figure 4.13.

**Reacher**. We consider three variants of the Reacher environment with 2, 4, and 6 modes. The agent controls a 2-dimensional robot arm with three links simulated in the MuJoCo [300] simulator. The goal distribution is similar to the goal distributions in Point Mass but different parameters are used to match the scale of the environment. The reward for the environment is

\[
R(s, a) = -1 * (x_{\text{point}} - x_{\text{goal}})^2 - \|a\|^2
\]

where \(x_{\text{point}}\) is the location of the point of the arm, \(x_{\text{goal}}\) if the location of the goal and \(a\) is the action chosen by the agent. The modes of the goal distribution in the 4 mode variant are located at \((-0.225, -0.225)\), \((0.225, -0.225)\), \((-0.225, 0.225)\), \((0.225, 0.225)\) and the goal noise has scale of 0.1. In the 2 mode variant the modes are located at \((-0.225, -0.225)\), \((0.225, 0.225)\) and the noise scale is 0.1. In the 6 mode variant the mode centers are the vertices of a regular hexagon with distance to the origin of 0.318 and the noise scale is 0.1.

**Ant**. We consider two variants of the Ant environment with two and four modes. The agent controls an ant robot with four limbs simulated in the MuJoCo [300] simulator. The reward for the environment is

\[
R(s, a) = -1 * (x_{\text{torso}} - x_{\text{goal}})^2 - \lambda_{\text{control}} * \|a\|^2
\]

where \(x_{\text{torso}}\) is the location of the torso of the robot, \(x_{\text{goal}}\) if the location of the goal, \(\lambda_{\text{control}} = 0.1\) is the weighting for the control cost and \(a\) is the action chosen by the agent. The modes of the goal distribution in the 4 mode variant are located at \((-4, 0)\), \((-2, 3.46)\), \((2, 3.46)\), \((4, 0)\) and the goal noise has scale of 0.8. In the 2 mode variant the modes are located at \((-4, 0)\), \((4, 0)\) and the noise scale is 0.8.
Table 4.10: Hyperparameter settings for reinforcement learning.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Algorithm</th>
<th>Training Iterations</th>
<th>Trajectory Length</th>
<th>Slow lr</th>
<th>Fast lr</th>
<th>Inner Gradient Steps</th>
<th>Clip eps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point Mass</td>
<td>MMAML</td>
<td>400</td>
<td>100</td>
<td>0.0005</td>
<td>0.01</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>ProMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multi-ProMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reacher</td>
<td>MMAML</td>
<td>800</td>
<td>50</td>
<td>0.001</td>
<td>0.1</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>ProMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multi-ProMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ant</td>
<td>MMAML</td>
<td>800</td>
<td>250</td>
<td>0.001</td>
<td>0.1</td>
<td>3</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>ProMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multi-ProMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Network Architectures and Hyperparameters

For all RL experiments we use a policy network with two 64-unit hidden layers. The modulation network in RL tasks consists of a GRU-cell and post processing layers. The inputs to the GRU are the concatenated observations, actions and reward for each trajectory. The trajectories are processed separately. An MLP is used to process the last hidden states of each trajectory. The outputs of the MLPs are averaged and used by another MLP to compute the modulation vectors $\tau$. All MLPs have a single hidden layer of size 64.

We sample 40 tasks for each update step. For each gradient step for each task we sample 20 trajectories. The hyperparameters, which differ from setting to setting are presented in Table 4.10.

### 4.7.5 Additional Experimental Results

#### 4.7.5.1 Regression

We show visualization of embeddings for regression experiments with a varying number of task modes as Figure 4.7. We observe a linear separation in the two task modes and three task modes scenarios, which indicates that our method is capable of identifying data from different task modes. On the visualization of five task mode, we observe that data from linear, transformed $\ell_1$ norm and hyperbolic tangent functions
cluttered. This is due to the fact that those functions are very similar to each other, especially with the Gaussian noise we added in the output space.

Figure 4.12: Additional qualitative results of the regression tasks. MMAML after adaptation vs. other posterior models.
4.7.5.2 Image Classification

We provide the detailed performance of our method and the baselines on each individual dataset for all 2, 3, and 5 mode experiments, shown in Table 4.7, Table 4.8, and Table 4.9, respectively. Note that the main paper presents the overall performance (the last columns of each table) on each of 2, 3, and 5 mode experiments.

We found the results on Omniglot and Mini-ImageNet demonstrate similar tendency shown in [303]. Note that the performance of Omniglot and FC100 might be slightly different from the results reported in the related papers because (1) all the images are resized and tiled along the spatial dimensions, (2) different hyperparameters are used, and (3) different numbers of training iterations.

Additional tSNE plots for predicted task embeddings of 2-mode 5-way 1-shot classification, 3-mode 5-way 1-shot classification, and 5-mode 20-way 1-shot classification are shown in Figure 4.10.

4.7.5.3 Reinforcement Learning

Additional trajectories sampled from the 2D navigation environment are presented in Figure 4.13.
Figure 4.13: Additional trajectories sampled from the point mass environment with MMAML and ProMP for six tasks. The contour plots represent the multimodal task distribution. The stars mark the start and goal locations. The curves depict five trajectories sampled using each method after zero, one and two update steps. In the figure, the modulation step takes place between the initial policy and the step after one update.
Figure 4.14: Training curves of MAML and our method for few-shot image classification. We show the losses and classification accuracies for training and validation tasks after adaptation. MAML trainings are less stable, while ours curves are smoother.
Figure 4.15: Training curves of Multi-MAML for few-shot image classification. We show the losses and classification accuracies for training and validation tasks after adaptation.
Chapter 5

Meta-Learning on Long-Horizon and Sparse-Reward Tasks

5.1 Introduction

In recent years, deep reinforcement learning methods have achieved impressive results in robot learning [98, 15, 134]. Yet, existing approaches are sample inefficient, thus rendering the learning of complex behaviors through trial and error learning infeasible, especially on real robot systems. In contrast, humans are capable of effectively learning a variety of complex skills in only a few trials. This can be greatly attributed to our ability to learn how to learn new tasks quickly by efficiently utilizing previously acquired skills.

Can machines likewise learn to how to learn by efficiently utilizing learned skills like humans? Meta-reinforcement learning (meta-RL) holds the promise of allowing RL agents to acquire novel tasks with improved efficiency by learning to learn from a distribution of tasks [77, 243]. In spite of recent advances in

Figure 5.1: Overview. We propose a method that jointly leverages (1) a large offline dataset of prior experience collected across many tasks without reward or task annotations and (2) a set of meta-training tasks to learn how to quickly solve unseen long-horizon tasks. Our method extracts reusable skills from the offline dataset and meta-learn a policy to quickly use them for solving new tasks.
the field, most existing meta-RL algorithms are restricted to short-horizon, dense-reward tasks. To facilitate efficient learning on long-horizon, sparse-reward tasks, recent works aim to leverage experience from prior tasks in the form of offline datasets without additional reward and task annotations [179, 232, 42]. While these methods can solve complex tasks with substantially improved sample efficiency over methods learning from scratch, millions of interactions with environments are still required to acquire long-horizon skills.

In this work, we aim to take a step towards combining the capabilities of both learning how to quickly learn new tasks while also leveraging prior experience in the form of unannotated offline data (see Figure 5.1). Specifically, we aim to devise a method that enables meta-learning on complex, long-horizon tasks and can solve unseen target tasks with orders of magnitude fewer environment interactions than prior works.

We propose to leverage the offline experience by extracting reusable skills – short-term behaviors that can be composed to solve unseen long-horizon tasks. We employ a hierarchical meta-learning scheme in which we meta-train a high-level policy to learn how to quickly reuse the extracted skills. To efficiently explore the learned skill space during meta-training, the high-level policy is guided by a skill prior which is also acquired from the offline experience data.

We evaluate our method and prior approaches in deep RL, skill-based RL, meta-RL, and multi-task RL on two challenging continuous control environments: maze navigation and kitchen manipulation, which require long-horizon control and only provides sparse rewards. Experimental results show that our method can efficiently solve unseen tasks by exploiting meta-learning tasks and offline datasets, while prior approaches require substantially more samples or fail to solve the tasks.

In summary, the main contributions of this paper are threefold:

- To the best of our knowledge, this is the first work to combine meta-reinforcement learning algorithms with task-agnostic offline datasets that do not contain reward or task annotations.
We propose a method that combines meta-learning with offline data by extracting learned skills and a skill prior as well as meta-learning a hierarchical skill policy regularized by the skill prior.

We empirically show that our method is significantly more efficient at learning long-horizon sparse-reward tasks compared to prior methods in deep RL, skill-based RL, meta-RL, and multi-task RL.

5.2 Related Work

Meta-Reinforcement Learning. Meta-RL approaches \cite{70, 319, 77, 345, 252, 102, 316, 204, 53, 54, 243, 315, 338, 354, 122, 355, 174} hold the promise of allowing learning agents to quickly adapt to novel tasks by learning to learn from a distribution of tasks. Despite the recent advances in the field, most existing meta-RL algorithms are limited to short-horizon and dense-reward tasks. In contrast, we aim to develop a method that can meta-learn to solve long-horizon tasks with sparse rewards by leveraging offline datasets.

Offline datasets. Recently, many works have investigated the usage of offline datasets for agent training. In particular, the field of offline reinforcement learning \cite{163, 275, 150, 346} aims to devise methods that can perform RL fully offline from pre-collected data, without the need for environment interactions. However, these methods require target task reward annotations on the offline data for every new tasks that should be learned. These reward annotations can be challenging to obtain, especially if the offline data is collected from a diverse set of prior tasks. In contrast, our method is able to leverage offline datasets without any reward annotations.

Offline Meta-RL. Another recent line of research aims to meta-learn from static, pre-collected datasets including reward annotations \cite{196, 238, 68}. After meta-training with the offline datasets, these works aim to quickly adapt to a new task with only a small amount of data from that new task. In contrast to the aforementioned offline RL methods these works aim to adapt to unseen tasks and assume access to only limited data from the new tasks. However, in addition to reward annotations, these approaches often
require that the offline training data is split into separate datasets for each training tasks, further limiting the scalability.

**Skill-based Learning.** An alternative approach for leveraging offline data that does not require reward or task annotations is through the extraction of skills – reusable short-horizon behaviors. Methods for skill-based learning recombine these skills for learning unseen target tasks and converge substantially faster than methods that learn from scratch [160, 108, 269]. When trained from diverse datasets these approaches can extract a wide repertoire of skills and learn complex, long-horizon tasks [191, 179, 232, 4, 42, 233]. Yet, although they are more efficient than training from scratch, they still require a large number of environment interactions to learn a new task. Our method instead combines skills extracted from offline data with meta-learning, leading to significantly improved sample efficiency.

5.3 Problem Formulation and Preliminaries

Our approach builds on prior work for meta-learning and learning from offline datasets and aims to combine the best of both worlds. In the following we will formalize our problem setup and briefly summarize relevant prior work.

**Problem Formulation.** Following prior work on learning from large offline datasets [179, 232, 233], we assume access to a dataset of state-action trajectories $D = \{s_t, a_t, \ldots\}$ which is collected either across a wide variety of tasks or as “play data” with no particular task in mind. We thus refer to this dataset as task-agnostic. With a large number of data collection tasks, the dataset covers a wide variety of behaviors and can be used to accelerate learning on diverse tasks. Such data can be collected at scale, *e.g.* through autonomous exploration [108, 269, 57], human teleoperation [259, 101, 183, 179], or from previously trained agents [87, 100]. We additionally assume access to a set of meta-training tasks $T = \{T_1, \ldots, T_N\}$, where each task is represented as a Markov decision process (MDP) defined by a tuple $\{S, A, P, r, \rho, \gamma\}$ of states, actions, transition probability, reward, initial state distribution, and discount factor.
Our goal is to leverage both, the offline dataset $D$ and the meta-training tasks $T$, to accelerate the training of a policy $\pi(a|s)$ on a target task $T^*$ which is also represented as an MDP. Crucially, we do not assume that $T^*$ is a part of the set of training tasks $T$, nor that $D$ contains demonstrations for solving $T^*$. Thus, we aim to design an algorithm that can leverage offline data and meta-training tasks for learning how to quickly compose known skills for solving an unseen target task. Next, we will describe existing approaches that either leverage offline data or meta-training tasks to accelerate target task learning. Then, we describe how our approach takes advantage of the best of both worlds.

**Skill-based RL.** One successful approach for leveraging task-agnostic datasets for accelerating the learning of unseen tasks is though the transfer of reusable skills, i.e. short-horizon behaviors that can be composed to solve long-horizon tasks. Prior work in skill-based RL called Skill-Prior RL (SPiRL, Pertsch, Lee, and Lim [232]) proposes an effective way to implement this idea. Specifically, SPiRL uses a task-agnostic dataset to learns two models: (1) a skill policy $\pi(a|s,z)$ that decodes a latent skill representation $z$ into a sequence of executable actions and (2) a prior over latent skill variables $p(z|s)$ which can be leveraged to guide exploration in skill space. SPiRL uses these skills for learning new tasks efficiently by training a high-level skill policy $\pi(z|s)$ that acts over the space of learned skills instead of primitive actions. The target task RL objective extends Soft Actor Critic (SAC, Haarnoja et al. [104]), a popular off-policy RL algorithm, by guiding the high-level policy with the learned skill prior:

$$\max_{\pi} \sum_t E_{(s_t, z_t) \sim \rho_u} [r(s_t, z_t) - \alpha D_{KL}(\pi(z|s_t), p(z|s_t))].$$

(5.1)

Here $D_{KL}$ denotes the Kullback-Leibler divergence between the policy and skill prior, and $\alpha$ is a weighting coefficient.

**Off-Policy Meta-RL.** Rakelly et al. [243] introduced an off-policy meta-RL algorithm called probabilistic embeddings for actor-critic RL (PEARL) that leverages a set of training tasks $T$ to enable quick learning of
Figure 5.2: Method Overview. Our proposed skill-based meta-RL method has three phases. (1) **Skill Extraction**: learns reusable skills from snippets of task-agnostic offline data through a skill extractor (yellow) and low-level skill policy (blue). Also trains a prior distribution over skill embeddings (green).

(2) **Skill-based Meta-training**: Meta-trains a high-level skill policy (red) and task encoder (purple) while using the pre-trained low-level policy. The pre-trained skill prior is used to regularize the high-level policy during meta-training and guide exploration.

(3) **Target Task Learning**: Leverages the meta-trained hierarchical policy for quick learning of an unseen target task. After conditioning the policy by encoding a few transitions $c^*$ from the target task $T^*$, we continue fine-tuning the high-level skill policy on the target task while regularizing it with the pre-trained skill prior.

new tasks. Specifically, PEARL leverages the meta-training tasks for learning a task encoder $q(e|c)$. This encoder takes in a small set of state-action-reward transitions $c$ and produces a task embedding $e$. This embedding is used to condition the actor $\pi(a|s, z)$ and critic $Q(s, a, e)$. In PEARL, actor, critic and task encoder are trained by jointly maximizing the obtained reward and the policy’s entropy $\mathcal{H}$ [104]:

$$
\max_\pi \mathbb{E}_{T \sim p_T, c \sim q(\cdot|c^T)} \left[ \sum_t \mathbb{E}_{(s_t, a_t) \sim p_{\pi|e}} [r_T(s_t, a_t) + \alpha \mathcal{H}(\pi(a|s_t, e))] \right]. \tag{5.2}
$$

Additionally, the task embedding output of the task encoder is regularized towards a constant prior distribution $p(e)$.

### 5.4 Approach

We propose **Skill-based Meta-Policy Learning (SiMPL)**, an algorithm for jointly leveraging offline data as well as a set of meta-training tasks to accelerate the learning of unseen target tasks. Our method has three phases: (1) **skill extraction**: we extract reusable skills and a skill prior from the offline data (Section 5.4.1),
(2) **skill-based meta-training**: we utilize the meta-training tasks to learn how to leverage the extracted skills and skill prior to efficiently solve new tasks (Section 5.4.2), (3) **target task learning**: we fine-tune the meta-trained policy to rapidly adapt to solve an unseen target task (Section 5.4.3). An illustration of the proposed method is shown in Figure 5.2.

### 5.4.1 Skill Extraction

To acquire a set of reusable skills from the offline dataset \( D \), we leverage the skill extraction approach proposed in Pertsch, Lee, and Lim [232]. Concretely, we jointly train (1) a skill encoder \( q(z|s_0:K, a_0:K-1) \) that embeds an \( K \)-steps trajectory randomly cropped from the sequences in \( D \) into a low-dimensional skill embedding \( z \), and (2) a low-level skill policy \( \pi(a_t|s_t, z) \) that is trained with behavioral cloning to reproduce the action sequence \( a_0:K-1 \) given the skill embedding. To learn a smooth skill representation, we regularize the output of the skill encoder with a unit Gaussian prior distribution, and weight this regularization by a coefficient \( \beta \) [113]:

\[
\max_{q,\pi} \mathbb{E}_{z \sim q} \left[ \prod_{t=0}^{K-1} \log \pi(a_t|s_t, z) - \beta D_{KL}(q(z|s_0:K, a_0:K-1), \mathcal{N}(0, I)) \right].
\]  

(5.3)

Additionally, we follow Pertsch, Lee, and Lim [232] and learn a skill prior \( p(z|s) \) that captures the distribution of skills likely to be executed in a given state under the training data distribution. The prior is trained to match the output of the skill encoder: \( \min_p D_{KL}(q(z|s_0:K, a_0:K-1), p(z|s_0)) \). Here \([\cdot]\) indicates that gradient flow is stopped into the skill encoder for training the skill prior.

### 5.4.2 Skill-based Meta-Training

We aim to learn a policy that can quickly learn to leverage the extracted skills to solve new tasks. We leverage off-policy meta-RL (see Section 5.3) to learn such a policy using our set of meta-training tasks \( T \).
Similar to PEARL [243], we train a task-encoder that takes in a set of sampled transitions and produces a task embedding $e$. Crucially, we leverage our learned skills by training a task-embedding-conditioned policy over skills instead of primitive actions: $\pi(z|s,e)$, thus equipping the policy with a set of useful pre-trained behaviors and reducing the meta-training task to learning how to combine these behaviors instead of learning them from scratch. We find that this usage of offline data through learned skills is crucial for enabling meta-training on complex, long-horizon tasks (see Section 5.5).

Prior work has shown that the efficiency of RL on learned skill spaces can be substantially improved by guiding the policy with a learned skill prior [232, 4]. Thus, instead of regularizing with a maximum entropy objective as done in prior work on off-policy meta-RL [243], we propose to regularize the meta-training policy with our pre-trained skill prior, leading to the following meta-training objective:

$$\max_{\pi} \mathbb{E}_{T \sim p_T, e \sim q(\cdot|c)} \left[ \sum_t \mathbb{E}_{(s_t, z_t) \sim \rho_{\pi|e}} \left[ r_T(s_t, z_t) - \alpha D_{\text{KL}}(\pi(z|s_t, e), p(z|s_t)) \right] \right].$$ (5.4)

where $\alpha$ determines the strength of the prior regularization. We automatically tune $\alpha$ via dual gradient descent by choosing a target divergence $\delta$ between policy and prior [232].

To compute the task embedding $e$, we used multiple different sizes of $c$. We found that we can increase training stability by adjusting the strength of the prior regularization to the size of the conditioning set. Intuitively, when the high-level policy is conditioned on only a few transitions, i.e. when the set $c$ is small, it has only little information about the task at hand and should thus be regularized stronger towards the task-agnostic skill prior. Conversely, when $c$ is large, the policy likely has more information about the target task and thus should be allowed to deviate from the skill prior more to solve the task, i.e. have a weaker regularization strength.

To implement this intuition, we employ a simple approach: we define two target divergences $\delta_1$ and $\delta_2$ and associated auto-tuned coefficients $\alpha_1$ and $\alpha_2$ with $\delta_1 < \delta_2$. We regularize the policy using the
larger coefficient $\alpha_1$ with small conditioning transition set and otherwise we regularize using the smaller coefficient $\alpha_2$. We found this technique simple yet sufficient in our experiments and leave the investigation of more sophisticated regularization approaches for future work.

5.4.3 Target Task Learning

When a target task is given, we aim to leverage the meta-trained policy for quickly learning how to solve it. Intuitively, the policy should first explore different skill options to learn about the task at hand and then rapidly narrow its output distribution to those skills that solve the task. We implement this intuition by first collecting a small set of conditioning transitions $c^*$ from the target task by exploring with the meta-trained policy. Since we have no information about the target task at this stage, we explore the environment by conditioning our pre-trained policy with task embeddings sampled from the task prior $p(e)$. Then, we encode this set of transitions into a target task embedding $e^* \sim q(e|c^*)$. By conditioning our meta-trained high-level policy on this encoding, we can rapidly narrow its skill distribution to skills that solve the given target task: $\pi(z|s, e^*)$.

Empirically, we find that this policy is often already able to achieve high success rates on the target task. Note that only very few interactions with the environment for collecting $c^*$ are required for learning a complex, long-horizon and unseen target task with sparse reward. This is substantially more efficient than prior approaches such as SPiRL that require orders of magnitude more target task interactions for achieving comparable performance.

To further improve the performance on the target task, we fine-tune the conditioned policy with target task rewards while guiding its exploration with the pre-trained skill prior\footnote{Other regularization distributions are possible during fine-tuning, e.g. the high-level policy conditioned on task prior samples $p(z|s, e \sim p(e))$ or the target task embedding conditioned policy $p(z|s, e^*) \text{ before finetuning}$. Yet, we found the regularization with the pre-trained task-agnostic skill prior to work best in our experiments.}: 
$$\max_{\pi} \mathbb{E}_{e^* \sim q(c^*)} \left[ \sum_t \mathbb{E}_{(s_t, z_t) \sim p_{s|c^*}} \left[ \left( rT(s_t, z_t) - \alpha D_{\text{KL}}(\pi(z|s_t, e^*), p(z|s_t)) \right) \right] \right]. \tag{5.5}$$

In practice, we propose several techniques for stabilizing meta-training and fine-tuning: (1) adaptively regularizing the policy based on the size of the conditioning trajectory set as described in Section 5.4.2, (2) parameterizing the policy as a residual policy that outputs differences to the pre-trained skill prior instead of the approach from Pertsch, Lee, and Lim [232] that directly fine-tunes the skill prior, and (3) initializing the Q-function and $\alpha$ parameter during fine-tuning with meta-trained parameters instead of randomly initialized networks. We discuss these techniques in detail in Section 5.7.4.

## 5.5 Experiments

Our experiments aim to answer the following questions: (1) Can our proposed method learn to efficiently solve long-horizon, sparse reward tasks? (2) Is it crucial to utilize offline datasets to achieve this? (3) How can we best leverage the training tasks for efficient learning of target tasks? (4) How does the training task distribution affect the target task learning?

### 5.5.1 Experimental Setup

We evaluate our approach in two challenging continuous control environments: maze navigation and kitchen manipulation environment, as illustrated in Figure 5.3. While meta-RL algorithms are typically evaluated on tasks that span only a few dozen time steps and provide dense rewards [77, 252, 243, 355], our tasks require to learn long-horizon behaviors over hundreds of time steps from sparse reward feedback and thus pose a new challenge to meta-learning algorithms.
Figure 5.3: **Environments.** We evaluate our proposed framework in two domains that require the learning of complex, long-horizon behaviors from sparse rewards. These environments are substantially more complex than those typically used to evaluate meta-RL algorithms. (a) **Maze Navigation:** The agent needs to navigate for hundreds of steps to reach unseen target goals and only receives a binary reward upon task success. (b) **Kitchen Manipulation:** The 7DoF agent needs to execute an unseen sequence of four subtasks, spanning hundreds of time steps, and only receives a sparse reward upon completion of each subtask.

### 5.5.1.1 Maze Navigation

**Environment.** This 2D maze navigation domain based on the maze navigation problem in Fu et al. [87] requires long-horizon control with hundreds of steps for a successful episode and only provides sparse reward feedback upon reaching the goal. The observation space of the agent consists of its 2D position and velocity and it acts via planar, continuous velocity commands.

**Offline Dataset & Meta-training / Target Tasks.** Following Fu et al. [87] we collect a task-agnostic offline dataset by randomly sampling start-goal locations in the maze and using a planner to generate a trajectory that reaches from start to goal. Note that the trajectories are not annotated with any reward or task labels (i.e. which start-goal location is used for producing each trajectory). To generate a set of meta-training and target tasks, we fix the agent’s initial position in the center of the maze and sample 40 random goal locations for meta-training and another set of 10 goals for target tasks. All meta-training and target tasks use the same sparse reward formulation. More details can be found in Section 5.7.6.1.
5.5.1.2 Kitchen Manipulation

Environment. The FrankaKitchen environment of Gupta et al. [101] requires the agent to control a 7-DoF robot arm via continuous joint velocity commands and complete a sequence of manipulation tasks like opening the microwave or turning on the stove. Successful episodes span 300-500 steps and the agent is only provided a sparse reward signal upon successful completion of a subtask.

Offline Dataset & Meta-training / Target Tasks. We leverage a dataset of 600 human-teleoperated manipulation sequences of Gupta et al. [101] for offline pre-training. In each trajectory, the robot executes a sequence of four subtasks. We then define a set of 23 meta-training tasks and 10 target tasks that in turn require the consecutive execution of four subtasks (see Figure 5.3 for examples). Note that each task consists of a unique combination of subtasks. More details can be found in Section 5.7.6.2.

5.5.2 Baselines

We compare SiMPL to prior approaches in RL, skill-based RL, meta-RL, and multi-task RL.

- SAC [104] is a state of the art deep RL algorithm. It learns to solve a target task from scratch without leveraging the offline dataset nor the meta-training tasks.

- SPIRL [232] is a method designed to leverage offline data through the transfer of learned skills. It acquires skills and a skill prior from the offline dataset but does not utilize the meta-training tasks. This investigates the benefits our method can obtain from leveraging the meta-training tasks.

- PEARL [243] is a state of the art off-policy meta-RL algorithm that learns a policy which can quickly adapt to unseen test tasks. It learns from the meta-training tasks but does not use the offline dataset. This examines the benefits of using learned skills in meta-RL.

- PEARL-ft demonstrates the performance of a PEARL [243] model further fine-tuned on a target task using SAC [104].
• **Multi-task RL (MTRL)** is a multi-task RL baseline which learns from the meta-training tasks by distilling individual policies specialized in each task into a shared policy, similar to Distral [295]. Each individual policy is trained using SPiRL by leveraging skills extracted from the offline dataset. Therefore, it utilizes both the meta-training tasks and offline dataset similar to our method. This provides a direct comparison of multi-task learning (MTRL) from the training tasks vs. meta-learning using them (ours).

More implementation details on the baselines can be found in Section 5.7.5.

### 5.5.3 Results

We present the quantitative results in Figure 5.4 and the qualitative results on the maze navigation domain in Figure 5.5. In Figure 5.4, SiMPL demonstrates much better sample efficiency for learning the unseen target tasks compared to all the baselines. Without leveraging the offline dataset and meta-training tasks, SAC is not able to make learning progress on most of the target tasks. While PEARL is first trained on the meta-training tasks, it still achieves poor performance on the target tasks and fine-tuning it (PEARL-ft) does not yield significant improvement. We believe this is because both environments provide only sparse rewards yet require the model to exhibit long-horizon and complex behaviors, which is known to be difficult for meta-RL methods [196].

On the other hand, by first extracting skills and acquiring a skill prior from the offline dataset, SPiRL’s performance consistently improves with more samples from the target tasks. Yet, it requires significantly more environment interactions than our method to solve the target tasks since the policy is optimized using vanilla RL, which is not designed to learn to quickly learn new tasks. While the multi-task RL (MTRL) baseline first learns a multi-task policy from the meta-training tasks, its sample efficiency is similar to SPiRL on target task learning, which highlights the strength of our proposed method – meta-learning from the meta-training tasks for fast target task learning.
Figure 5.4: **Target Task Learning Efficiency.** SiMPL demonstrates better sample efficiency compared to all the baselines, verifying the efficacy of meta-learning on long-horizon tasks by leveraging skills and skill prior extracted from an offline dataset. For both the two environments, we train each model on each target task with 3 different random seeds. SiMPL and PEARL-ft first collect 20 episodes of environment interactions (vertical dotted line) for conditioning the meta-trained policy before fine-tuning it on target tasks.

Compared to the baselines, our method learns the target tasks much quicker. Within only a few episodes the policy converges to solve more than 80% of the target tasks in the maze environment and two out of four subtasks in the kitchen manipulation environment. The prior-regularized fine-tuning then continues to improve performance. The rapidly increasing performance and the overall faster convergence show the benefits of leveraging meta-training tasks in addition to learning from offline data: by first learning to learn how to quickly solve tasks using the extracted skills and the skill prior, our policy can efficiently solve the target tasks.

The qualitative results presented in Figure 5.5 show that all the methods that leverage the offline dataset (*i.e.* SiMPL, SPiRL, and MTRL) effectively explore the maze in the first episode. Then, SiMPL converges with much fewer episodes compared to SPiRL and MTRL, underlining the effectiveness of meta-training. In contrast, PEARL-ft is not able to make learning progress, justifying the necessity of employing offline datasets for acquiring long-horizon, complex behaviors.
5.5.4 Meta-Training Task Distribution Analysis

In this section, we aim to investigate the effect of the meta-training task distribution on our skill-based meta-training and target task learning phases. Specifically, we examine the effect of (1) the number of tasks in the meta-training task distribution and (2) the alignment between a meta-training task distribution and target task distribution. We conduct experiments and analyses in the maze navigation domain. More details on task distributions can be found in Section 5.7.6.1.

Number of meta-training tasks. To investigate how the number of meta-training tasks affects the performance of our method, we train our method with fewer numbers meta-training tasks (i.e. 10 and 20) and evaluate it with the same set of target tasks. The quantitative results presented in Figure 5.6(a) suggest that even with sparser meta-training task distributions (i.e. fewer numbers of meta-training tasks), SiMPL is still more sample efficient compared to the best-performing baseline (i.e. SPiRL).

Meta-train / test task alignment. We aim to examine if a model trained on a meta-training task distribution that aligns better/worse with the target tasks would yield improved/deteriorated performance. To this end, we create biased meta-training / test task distributions: we create a meta-train set by sampling goal locations from only the top 25% portion of the maze ($T_{\text{TRAIN-TOP}}$). To rule out the effect of the density of the task
distribution, we sample 10 (i.e. $40 \times 25\%$) meta-training tasks. Then, we create two target task distributions that have good and bad alignment with this meta-training distribution respectively by sampling 10 target tasks from the top 25\% portion of the maze ($\mathcal{T}_{\text{TARGET-Top}}$) and 10 target tasks from the bottom 25\% portion of the maze ($\mathcal{T}_{\text{TARGET-Bottom}}$).

Figure 5.6(b) and Figure 5.6(c) present the target task learning efficiency for models trained with good task alignment (meta-train on $\mathcal{T}_{\text{TRAIN-Top}}$, learn target tasks from $\mathcal{T}_{\text{TARGET-Top}}$) and bad task alignment (meta-train on $\mathcal{T}_{\text{TRAIN-Top}}$, learn target tasks from $\mathcal{T}_{\text{TARGET-Bottom}}$), respectively. The results demonstrate that SiMPL can achieve improved performance when trained on a better aligned meta-training task distribution. On the other hand, not surprisingly, SiMPL and MTRL perform slightly worse compared to SPiRL when trained with misaligned meta-training tasks (see Figure 5.6(c)). This is expected given that SPiRL does not learn from the misaligned meta-training tasks. In summary, from Figure 5.6, we can conclude that meta-learning from either a diverse task distribution or a better informed task distribution can yield improved performance for our method.
5.6 Conclusion

We propose a skill-based meta-RL method, dubbed SiMPL, that can meta-learn on long-horizon tasks by leveraging prior experience in the form of large offline datasets without additional reward and task annotations. Specifically, our method first learns to extracts reusable skills and a skill prior from the offline data. Then, we propose to meta-trains a high-level policy that leverages these skills for efficient learning of unseen target tasks. To effectively utilize learned skills, the high-level policy is regularized by the acquired prior. The experimental results on challenging continuous control long-horizon navigation and manipulation tasks with sparse rewards demonstrate that our method outperforms the prior approaches in deep RL, skill-based RL, meta-RL, and multi-task RL. In the future, we aim to demonstrate the scalability of our method to high-DoF continuous control problems on real robotic systems to show the benefits of our improved sample efficiency.

5.7 Appendix

5.7.1 Meta-Reinforcement Learning Method Ablation

In this section, we compare the learning efficiency of different meta-RL algorithms with respect to the length of the training tasks. Specifically, we hypothesize that our approach SiMPL, which extracts temporally extended skills from offline experience, is better suited for learning long-horizon tasks than prior meta-RL algorithms. To cleanly investigate the importance of the temporally extended skills vs. the importance of using prior experience we include two additional comparisons to methods that leverage prior experience for meta-RL but via flat behavioral cloning instead of through temporally extended skills:

- **BC+PEARL** first learns a behavior cloning (BC) policy through supervised learning from the offline dataset. Then, analogous to our approach SiMPL, during the meta-training phase, a task encoder
and a meta-learned policy are meta-trained with the BC policy constrained SAC objective. For fair comparison, we use the same residual policy parameterization as described in Section 5.7.4.1.

- **BC+MAML** follows the same learning procedure described above, but uses MAML [77] for meta-training instead of PEARL. We follow the original learning objective in Finn, Abbeel, and Levine [77] (i.e. using REINFORCE [325] for task adaptation, and using TRPO [264] for meta-policy optimization).

We compare these methods as well as the standard meta-RL approach PEARL [243] on three meta-training tasks distributions of increasing complexity in the maze navigation environment (see Figure 5.7): (1) short-range goals with small variance $T_{\text{Train-Easy}}$, (2) short-range goals with larger variance $T_{\text{Train-Medium}}$, and (3) long-range goals with large variance $T_{\text{Train-Hard}}$, which we used in our original maze experiments. By increasing variance and length of the tasks in each task distribution, we can investigate the learning capability of the meta-RL algorithms.

We present the quantitative results in Figure 5.8 and the corresponding qualitative analysis in Figure 5.9. On the simplest task distribution we find that all approaches can learn to solve the tasks efficiently, except for BC+MAML. While the latter also learns to solve the task eventually (see performance upon convergence as dashed orange line in Figure 5.8(a)) it uses on-policy meta-RL and thus requires substantially more environment interactions during meta-training. We thus only consider the more sample efficient BC+PEARL off-policy meta-RL method in the remaining comparisons.

On the more complex task distributions $T_{\text{Train-Medium}}$ and $T_{\text{Train-Hard}}$, we find that using prior data for meta-learning is generally beneficial: both BC+PEARL and SiMPL learn more efficiently on the task distribution of medium difficulty $T_{\text{Train-Medium}}$, as shown in Figure 5.8(b), since the policy pre-trained from offline data allows for more efficient exploration during meta-training. Importantly, on the hardest task distribution $T_{\text{Train-Hard}}$, as shown in Figure 5.8(c), which consists exclusively of long-horizon tasks, we find that only SiMPL is able to effectively learn, highlighting the importance of leveraging the offline data via
Figure 5.7: Task Distributions for Task Length Ablation. We propose three meta-training task distributions of increasing difficulty to compare different meta-RL algorithms: $\mathcal{T}_{\text{Train-Easy}}$ uses short-horizon tasks with adjacent goal locations, making exploration easier during meta-training. $\mathcal{T}_{\text{Train-Medium}}$ uses similar task horizon but increases the goal position variance, $\mathcal{T}_{\text{Train-Hard}}$ contains long-horizon tasks with high variance in goal position and thus is the hardest of the tested task distributions.

temporally extended skills instead of flat behavioral cloning. This supports our intuition that the abstraction provided by skills is particularly beneficial for meta-learning on long-horizon tasks.

5.7.2 Learning Efficiency on Target Tasks with Few Episodes of Experience

In this section, we examine the data efficiency of the compared methods on the target tasks, specifically when provided with only a few (<20) episodes of online interaction with an unseen target task. Being able to learn new tasks this quickly is a major strength of meta-RL approaches [77, 243]. We hypothesize that our skill-based meta-RL algorithm SiMPL can learn similarly fast, even on long-horizon, sparse-reward tasks.

In our original evaluations in Section 5.5, we used 20 episodes of initial exploration to condition our meta-trained policy. In Figure 5.10, we instead compare performance of different approaches when only provided with very few episodes of online interactions. We find that SiMPL learns to solve the unseen tasks substantially faster than all alternative approaches. On the kitchen manipulation tasks our approach learns to almost solve two out of four subtasks within a time span equivalent to only a few minutes of real-robot execution time. In contrast, prior meta-RL methods struggle at making progress at all on such long-horizon tasks, showing the benefit of combining meta-RL with prior offline experience.
Figure 5.8: Meta-Training Performance for Task Length Ablation. We find that most meta-learning approaches can solve the simplest task distribution, but using prior experience in BC+PEARL and SiMPL helps for the more challenging distributions (b) and (c). We find that only our approach, which uses the prior data by extracting temporally extended skills, is able to learn the challenging long-horizon tasks efficiently.

5.7.3 Investigating Offline Data vs. Target Domain Shift

To provide more insights on comparing SiMPL and SPIRL [232], we evaluate SiMPL in the maze navigation task setup proposed in Pertsch, Lee, and Lim [232]. This tests whether our approach can scale to image-based observations: Pertsch, Lee, and Lim [232] use 32 × 32px observations centered around the agent. Even more importantly, it allows us to investigate the robustness of the approach to the domain shifts between the offline pre-training data and the target task: we use the maze navigation offline dataset from Pertsch, Lee, and Lim [232] which was collected on randomly sampled 20 × 20 maze layouts and test on tasks in the unseen, randomly sampled 40 × 40 test maze layout from Pertsch, Lee, and Lim [232]. We visualize the meta-training task distribution in Figure 5.11(a) and the target task distribution in Figure 5.11(b).

We compare the performance of our method to the best-performing baseline, SPIRL [232], in Figure 5.11(c). Similar to the result presented in Figure 5.4, SiMPL can learn the target task faster by combining skills learned from the offline dataset with efficient meta-training. This shows that our approach can scale to image-based inputs and is robust to substantial domain shifts between the offline pre-training data and the target tasks.
Figure 5.9: Qualitative Result of Meta-RL Method Ablation. **Top.** All the methods can learn to solve short-horizon tasks $\mathcal{T}_{\text{Train-Easy}}$. **Middle.** On medium-horizon tasks $\mathcal{T}_{\text{Train-Medium}}$, PEARL struggles at exploring further, while BC+PEARL exhibits more consistent exploration yet still fails to solve some of the tasks. SiMPL can explore well and solve all the tasks. **Bottom.** On long-horizon tasks $\mathcal{T}_{\text{Train-Hard}}$, PEARL falls into a local minimum, focusing only on one single task on the left. BC+PEARL explores slightly better and can solve a few more tasks. SiMPL can effectively learn all the tasks.
Figure 5.10: **Performance with Few Episodes of Target Task Interaction.** We find that our skill-based meta-RL approach SiMPL is able to learn complex, long-horizon tasks within few episodes of online interaction with a new task while prior meta-RL approaches and non-meta-learning baselines require many more interactions or fail to learn the task altogether.

Figure 5.11: **Image-Based Maze Navigation with Distribution Shift.** (a-b): Meta-training and target task distributions. The green dots represent the goal locations of meta-training tasks and the red dots represent the goal locations of target tasks. The yellow cross represent the initial location of the agent, which is equivalent to the one used in Pertsch, Lee, and Lim [232]. (c): Performance on the target task. Our approach SiMPL can leverage skills learned from offline data for efficient meta-RL on the maze navigation task and is robust to the domain shift between offline data environments and the target environment.
5.7.4 Implementation Details on Our Method

In this section, we describe the additional implementation details on our proposed method. The details on model architecture is presented in Section 5.7.4.1, followed by the training detailed described in Section 5.7.4.2.

5.7.4.1 Model Architecture

We describe the details on our model architecture in this section.


Task Encoder  Following Rakelly et al. [243], our task encoder is a permutation invariant neural network. Specifically, we adopt Set Transformer [157] that consists of layers \([2 \times ISAB_{32} \rightarrow PMA_1 \rightarrow 3 \times MLP]\) for expressive and efficient set encoding. All the hidden layers are 128-dimensional and all attention layers have 4 attention heads. The encoder takes a set of high-level transitions as input, where each transition is a vector concatenation of high-level transition tuple. The output of the encoder is \((\mu_e, \sigma_e)\) which are the parameters of Gaussian task posterior \(p(e|c) = N(\mu_e; \mu_e, \sigma_e)\). We varied task vector dimension \(\text{dim}(e)\) depends on task distribution complexity. \(\text{dim}(e) = 10\) for Kitchen Manipulation, \(\text{dim}(e) = 6\) for Maze Navigation with 40 meta-training tasks, and \(\text{dim}(e) = 5\), otherwise.

Policy  We parameterize our policy with neural network. We employed 4-layer MLPs with 256 hidden units for Maze Navigation, and 6-layer MLPs with 128 hidden unit for Kitchen Manipulation experiment. Instead of direct parameterization of policy, the network output is added to skill-prior to make learning more stable. Specifically, the policy network takes concatenation of \((s, e)\) as input, and then outputs residual
parameters \( (\mu_z, \log \sigma_z) \) to skill-prior distribution \( p(z|s) = \mathcal{N}(z|\mu_p, \sigma_p) \). Resulting distribution by this residual parameterization is \( \pi(z|s) = \mathcal{N}(z|\mu_p + \mu_z, \exp(\log \sigma_p + \log \sigma_z)) \).

**Critic** The critic network takes concatenation of \( s, e \), and skill \( z \) as input and outputs an estimation of task-conditioned Q-value \( Q(s, z, e) \). We employ double Q networks [305] to mitigate Q-value overestimation. The architecture of critic follows the policy.

5.7.4.2 Training Details

For all the network updates, we used Adam optimizer [140] with a learning rate of \( 3e^{-4} \), \( \beta_1 = 0.9 \), and \( \beta_2 = 0.999 \). We describe the training details of the skill-based meta-training phase in Section 5.7.4.2 and the target task learning phase Section 5.7.4.2.

**Skill-based Meta-training** Our meta-training procedure is similar to the procedure adopted in [243]. Encoder and critics networks are updated to minimize MSE between Q-value prediction and target Q value. Policy network is updated to optimize Equation 5.4 without updating the encoder network. All network are updated with the average gradients of 20 randomly sampled tasks. Each batch of gradients is computed from 1024 and 256 transitions for Maze Navigation and Kitchen Manipulation experiment, respectively. We train our models for 10000, 18000, and 16000 episodes for the Maze Navigation experiments with 10, 20, 40 meta-training tasks, respectively, and 3450 episodes for Kitchen Manipulation.

As stated in Section 5.4.2, we apply different regularization coefficients depending on the size of the conditioning transitions. In Maze Navigation experiment, we set target KL divergence to 0.1 for batch that is conditioned on size 4 transitions and 0.4 for batch conditioned on size 8192 transitions. In Kitchen Manipulation experiment, we set target KL divergence to 0.4 for batch conditioned with a size 1024 transitions while KL coefficient for batch conditioned on size 2 transitions is fixed to 0.3.
**Target Task Learning**  We initialize the Q function and the auto-tuning value $\alpha$ with the values that learned in the skill-based meta-training phase. The policy is initialized after observing and encoding 20 episodes obtained from the task unconditioned policy rollouts. For the target task learning phase, the target KL $\delta$ is 1 for Maze Navigation, and 2 for Kitchen Manipulation experiments. To compute a gradient step, 256 high-level transitions are sampled from a replay buffer with size 20000. Note that we used same setup for baselines that uses SPiRL fine-tuning (SPiRL and MTRL).

### 5.7.5 Implementation Details on Baselines

In this section, we describe the additional implementation details on producing the results of the baselines.

#### 5.7.5.1 SAC

The SAC [104] baseline learns to solve a target task from scratch without leveraging the offline dataset nor the meta-training tasks.

We initialize $\alpha$ to 0.1 and set the target entropy to $\mathcal{H} = -\dim(A)$. To compute a gradient step, 4096 and 1024 environment transitions are sampled from a replay buffer for Maze Navigation and Kitchen Navigation experiments, respectively.

#### 5.7.5.2 PEARL and PEARL-ft

PEARL [243] learns from the meta-training tasks but does not use the offline dataset. Therefore, we directly train PEARL models on the meta-training tasks without the phase of learning from offline datasets. We use gradients averaged from 20 randomly sampled tasks where each task gradient is computed by batch sampled from a per-task buffer. The target entropy is set to $\mathcal{H} = -\dim(A)$ and $\alpha$ is initialized to 0.1.

While the method proposed in Rakelly et al. [243] does not fine-tune on target/meta-testing tasks, we extend PEARL to be fine-tuned on target tasks for a fair comparison, called PEARL-ft. Since PEARL does not use learned skills or a skill prior, the target task learning of PEARL is simply running SAC with
task-encoded initialization. Similar to the target task learning of our method, we initialize the Q function and entropy coefficient $\alpha$ to the value learned during the meta-training phase. Also, we initialize the policy to the task conditioned policy after observing 20 episodes of experience from the task unconditioned policy rollouts. The hyperparameters used for fine-tuning are the same as SAC.

### 5.7.5.3 SPIRL

Similar to our method, we initialize the high-level policy to skill-prior while fixing low-level policy for target task learning for SPIRL. $\alpha$ is initialized to 0.01 and we use the same hyperparameters for the SPIRL models as our method.

### 5.7.5.4 Multi-task RL (MTRL)

Inspired by Distral [295], our multi-task RL baseline is designed to first learns a set of individual policies, where each of them is specialized in one task; then, a shared/multi-task policy is learned by distilling the individual polices. Since it is inefficient to learn an individual policy from scratch, we learn each individual policy using SPIRL with learned skills and a skill prior. Then, we distill the individual policies using the following objective:

$$\max_{\pi_0} \mathbb{E}_{T \sim p_T} \left[ \sum_t \mathbb{E}_{(s_t, z_t) \sim p_{s_t}} \left[ r_T(s_t, z_t) - \alpha D_{KL}(\pi_0(z|s_t, e), p(z|s_t)) \right] \right]. \quad (5.6)$$

We use the same setup for $\alpha$ as our method, where $\alpha$ is auto-tuned to satisfy a target KL, $\delta = 0.1$ for Maze Navigation and $\delta = 0.2$ for Kitchen Manipulation.

While the target task learning phase for MTRL is similar to ours, except that MTRL is not initialized with a meta-trained Q function and learned $\alpha$. 
Figure 5.12: **Maze Meta-training and Target Task Distributions.** The green dots represent the goal locations of meta-training tasks and the red dots represent the goal locations of target tasks. The yellow cross represent the initial location of the agent.

Figure 5.13: **Maze Meta-training and Target Task Distributions for Meta-training Task Distribution Analysis.** The green dots represent the goal locations of meta-training tasks and the red dots represent the goal locations of target tasks. The yellow cross represent the initial location of the agent.

### 5.7.6 Meta-Training Tasks and Target Tasks.

In this section, we present the meta-training tasks and target tasks used in the maze navigation domain and the kitchen manipulation domain.

#### 5.7.6.1 Maze Navigation

The meta-training tasks and target tasks are visualized in Figure 5.12 and Figure 5.13.

#### 5.7.6.2 Kitchen Manipulation

The meta-training tasks are:
• microwave→kettle→bottom burner→slide cabinet
• microwave→bottom burner→top burner→slide cabinet
• microwave→top burner→light switch→hinge cabinet
• kettle→bottom burner→light switch→hinge cabinet
• microwave→bottom burner→hinge cabinet→top burner
• kettle→top burner→light switch→slide cabinet
• microwave→kettle→slide cabinet→bottom burner
• kettle→light switch→slide cabinet→bottom burner
• microwave→kettle→bottom burner→top burner
• microwave→kettle→slide cabinet→hinge cabinet
• microwave→bottom burner→slide cabinet→top burner
• kettle→bottom burner→light switch→top burner
• microwave→kettle→top burner→light switch
• microwave→kettle→light switch→hinge cabinet
• microwave→bottom burner→light switch→slide cabinet
• kettle→bottom burner→top burner→light switch
• microwave→light switch→slide cabinet→hinge cabinet
• microwave→bottom burner→top burner→hinge cabinet
• kettle→bottom burner→slide cabinet→hinge cabinet
• bottom burner→top burner→slide cabinet→light switch

• microwave→kettle→light switch→slide cabinet

• kettle→bottom burner→top burner→hinge cabinet

• bottom burner→top burner→light switch→slide cabinet

The target tasks are:

• microwave→bottom burner→light switch→top burner

• microwave→bottom burner→top burner→light switch

• kettle→bottom burner→light switch→slide cabinet

• microwave→kettle→top burner→hinge cabinet

• kettle→bottom burner→slide cabinet→top burner

• kettle→light switch→slide cabinet→hinge cabinet

• kettle→bottom burner→top burner→slide cabinet

• microwave→bottom burner→slide cabinet→hinge cabinet

• bottom burner→top burner→slide cabinet→hinge cabinet

• microwave→kettle→bottom burner→hinge cabinet
Chapter 6

Learning from Observation

6.1 Introduction

Humans are effective at learning a task from demonstrations and applying the learned behaviors to other situations. We achieve this by extracting the underlying structure of the task when observing others fulfilling the task, instead of simply memorizing the demonstrator’s low-level actions [26, 116]. This high-level task structure generalizes to new situations and thus helps us to quickly learn the task in new situations. One intuitive and readily available instance of such high-level task structure is task progress, measuring how much of the task the agent completed. Inspired by this insight, we propose a novel imitation learning method that utilizes task progress for better generalization to unseen states and goals.

Typical learning from demonstration (LfD) approaches [236, 80] greedily imitate the expert policy and thus suffer from accumulated errors causing a drift away from states seen in the demonstrations [251]. To make the imitation policy more robust to states not in demonstrations, adversarial imitation learning methods [114, 88] encourage the agent to stay near the expert trajectories using a learned reward that distinguishes expert and agent behaviors. However, such learned reward functions often overfit to the expert demonstrations by learning spurious correlations between task-irrelevant features and expert/agent labels [356], and thus suffer from generalization to slightly different initial and goal configurations from the ones seen in the demonstrations (e.g. holdout goal regions or larger perturbation in goal sampling).
Figure 6.1: In goal-directed tasks, states on an expert trajectory have increasing proximity toward the goal as the expert makes progress towards fulfilling a task. Inspired by this intuition, we propose to learn a proximity function $f_\phi$ from expert demonstrations and agent experience, which predicts goal proximity (i.e. an estimate of temporal distance to the goal). Then, using this proximity function, we train a policy $\pi_\theta$ to progressively move to states with higher predicted goal proximity (italicized numbers) and eventually reach the goal. We alternate these two learning phases to improve both the proximity function and policy, leading to not only better generalization but also superior performance.

To learn a more generalizable and informative reward from demonstrations, we propose an imitation learning from observation (LfO) method, which learns a task progress estimator and uses the task progress estimate as a dense reward for training a policy as illustrated in Figure 6.1. Unlike discriminating expert and agent behaviors by predicting binary labels in prior adversarial imitation learning methods, which is prone to overfitting to task-irrelevant features, the task progress estimator is required to learn more task-relevant information to precisely predict the task progress on a continuous scale. Hence, it can generalize better to unseen states and provide more informative rewards.

As a measure of progress in goal-directed tasks, we define goal proximity, which is an estimate of temporal distance to the goal (i.e. the number of actions required to reach the goal) and entails all semantic information about how to reach the goal. We then train a proximity function to predict the goal proximity from expert demonstrations and agent experience. This proximity function acts as a dense reward to guide a reinforcement learning agent to reach states with high proximity, leading to the goal. In this paper, we focus on learning the proximity function and policy in a state space shared by the expert and learner, and leave generalizing to different embodiments as future work.
However, the predicted goal proximity can still be inaccurate on states not in the demonstrations, resulting in unstable policy learning. To improve the accuracy of the proximity function, we continually update it with trajectories from both the expert and learning agent. In addition, we penalize trajectories with the uncertainty of the proximity prediction to prevent the policy from exploiting inaccurate high proximity predictions. By leveraging the agent experience and predicting proximity function uncertainty, the proposed method achieves more efficient and stable policy learning.

The main contribution of this paper is an LfO algorithm for goal-directed tasks with better generalization to new goals or states not in demonstrations using goal proximity that informs an agent of the task progress. Together with a difference-based reward and uncertainty penalty of goal proximity estimation, our method provides more informative and robust rewards. Our extensive experiments show that the policy learned with the goal proximity function generalizes better than the state-of-the-art LfO algorithms on various goal-directed tasks, including navigation, locomotion, and robotic manipulation. Moreover, our method shows comparable results with LfD methods which learn from expert actions and a goal-conditioned imitation learning method which uses a sparse task reward.

6.2 Related Work

Imitation learning [258] aims to leverage expert demonstrations to acquire skills. While behavioral cloning [236] is simple but effective with a large number of demonstrations, it suffers from compounding errors caused by covariate shift [251]. On the other hand, inverse reinforcement learning (IRL) [210, 2, 353] estimates the underlying reward from demonstrations and trains a policy through reinforcement learning (RL) with this reward, which can better handle the compounding errors. Specifically, generative adversarial imitation learning (GAIL) [114] shows improved demonstration efficiency by training a discriminator to distinguish expert and agent transitions and using the discriminator output as a reward for policy training.
GoalGAIL [67] further improves sample efficiency for goal-directed tasks by relabeling transitions [14] and using true environment rewards.

While these imitation learning algorithms require expert actions, imitation learning from observation (LfO) approaches learn from state-only demonstrations, such as videos and kinesthetic demonstrations. To imitate demonstrations without expert actions, inverse dynamics models [213, 301, 225], reachability functions [159], or learned reward functions [74, 268, 267, 176] can be learned and used for policy training, but training such models requires a large amount of quality data or additional test-time demonstrations. On the other hand, state-only adversarial imitation learning [302] can imitate from a few demonstrations.

However, in such adversarial imitation learning approaches, the discriminator tends to find spurious associations between task-irrelevant features and expert/agent labels [356]. This becomes problematic when the agent encounters unseen states and the discriminator erroneously assigns agent behaviors low scores based on these task-irrelevant features, providing a poor reward for the agent. To overcome finding spurious associations, in addition to discriminating expert and agent trajectories, we propose to also estimate the proximity to the goal, which requires more task-relevant information and thus generalizes better to new states.

Temporal progress estimation has shown its effectiveness as an auxiliary reward for RL [188, 73, 160] and decision making criteria [51, 16, 36]. However, these methods learn the progress estimator only from the given demonstrations. This hinders policy learning when the progress estimator fails to generalize to agent experience, allowing the agent to exploit inaccurate progress predictions for higher reward. Moreover, greedily choosing an action with the highest predicted temporal progress [51, 16, 36] could lead to low long-term returns. By incorporating online updates, uncertainty estimates, and a difference-based proximity reward, our method robustly learns from demonstrations to solve goal-directed tasks without access to expert actions or the true environment reward.
6.3 Method

In this paper, we address the problem of LfO for goal-directed tasks with a focus on generalization to states or goals not covered in the demonstrations. Adversarial LfO methods [302, 336] suggest learning a reward function that penalizes agent state transitions deviating from the expert trajectories. However, these learned reward functions often focus on task-irrelevant features [356] and do not generalize to states not in the demonstrations, leading to unsuccessful policy training.

To learn a generalizable reward, we propose to leverage task progress information freely available in demonstrations, in terms of goal proximity, which estimates temporal distance to the goal (i.e. number of actions required to reach the goal). Predicting precise goal proximity on a continuous scale, rather than simply distinguishing expert and agent states, requires the model to capture task-relevant information, allowing the proximity prediction to generalize to states not in the demonstrations (Section 6.3.2). Then, a policy learns to reach states with higher proximity prediction, leading to the goal (Section 6.3.3). Moreover, we propose to use the uncertainty of the proximity prediction to prevent the policy from exploiting over-optimistic proximity predictions and yielding undesired behaviors.

6.3.1 Preliminaries

We formulate our problem as a Markov decision process [292] defined through a tuple \((\mathcal{S}, \mathcal{A}, R, P, \rho_0, \gamma)\) of the state space \(\mathcal{S}\), action space \(\mathcal{A}\), reward function \(R(s, a, s')\), transition distribution \(P(s'|s, a)\), initial state distribution \(\rho_0\), and discounting factor \(\gamma\). We define a policy \(\pi(a|s)\) that maps from a state \(s\) to an action \(a\) and correspondingly moves an agent to a new state \(s'\) according to the transition probability \(P(s'|s, a)\). The policy is trained to maximize the sum of discounted rewards, \(\mathbb{E}_{(s_0, a_0, \ldots, s_{T_i}) \sim \mathcal{D}^e} \left[ \sum_{t=0}^{T_i-1} \gamma^t R(s_t, a_t, s_{t+1}) \right]\), where \(T_i\) is the variable episode length.

In imitation learning, the learner receives a set of \(N\) expert demonstrations, \(\mathcal{D}^e = \{\tau^e_1, \ldots, \tau^e_N\}\). In this paper, we specifically consider the LfO setup where each demonstration \(\tau^e_i\) is a sequence of states. Moreover,
we assume that goal information is explicitly or implicitly included in the state \( s \), and all demonstrations are successful; therefore, the final state of each trajectory achieves the task goal.

### 6.3.2 Learning Goal Proximity Function

To effectively leverage expert demonstrations and generalize to new states or new goals, learning a generalizable reward function is essential. In goal-directed tasks, an estimate of how close an agent is to the goal can be utilized as a dense and direct learning signal. Moreover, predicting the continuous goal proximity requires understanding the task structure and thus encourages finding more task-relevant features, resulting in better generalization.

Therefore, instead of learning to simply discriminate agent and expert trajectories, we propose to learn a goal proximity function, \( f: S \rightarrow [0, 1] \), which predicts goal proximity of a state \( s \), which is a discounted value based on the temporal distance to the goal (i.e. inversely proportional to the number of actions required to reach the goal). In this paper, we define goal proximity as the exponentially discounted proximity \( f(s_t) = \delta^{(T_i - t)} \), where \( \delta \in (0, 1) \) is a discounting factor and \( T_i \) is the episode length. Note that the goal proximity function measures the temporal distance, not the spatial distance, between the current and goal states. Therefore, a single proximity value can entail all information about the task, goal, and any roadblocks. There are alternative ways to define goal proximity, such as linearly discounted proximity [160] and ranking-based proximity [34, 36]. But, in this paper, we use the exponentially discounted proximity as it performs better across most tasks (see appendix, Figure 6.8).

We train a goal proximity function \( f_\phi \) parameterized by \( \phi \) to minimize the following objective:

\[
L_\phi = \mathbb{E}_{\tau^e_i \sim D^e, s_t \sim \tau^e_i} \left[ f_\phi(s_t) - \delta^{(T_i - t)} \right]^2.
\]
Since the goal proximity function trained only on expert demonstrations can overfit to the data, we further train the goal proximity function with online agent experience by setting the target proximity of states in agent trajectories to 0, similar to adversarial imitation learning methods \cite{114}:

$$\mathcal{L}_\phi = \mathbb{E}_{\tau^e_t \sim D^e, s_t \sim \tau^e_t} \left[ f_\phi(s_t) - \delta^{(T_t - t)} \right]^2 + \mathbb{E}_{\tau \sim \pi_{\theta}, s_t \sim \tau} \left[ f_\phi(s_t) \right]^2. \quad (6.2)$$

By learning to predict the goal proximity, $f_\phi$ not only learns to discriminate agent and expert trajectories (i.e. predict 0 proximity for an agent trajectory and positive proximity for an expert trajectory) but also acquires the task information about temporal progress entailed in the trajectories. From this freely available additional supervision, the proximity function is required to learn task-relevant features. Hence, the resulting proximity function generalizes better to unseen states and provides more informative learning signals to the policy as empirically shown in Section 6.4.

Due to the lack of environment reward, successful agent experience is also used as negative examples for proximity function training, and thus the proximity function learns to predict low goal proximity even for successful trajectories. However, early stopping and learning rate decay can ease this problem \cite{356}, and the optimal proximity function still outputs the average of expert and agent labels, which is $\delta^{(T_t - t)}/2$ for ours and 0.5 for GAIL \cite{88}.

### 6.3.3 Training Policy with Proximity Reward

In a goal-directed task, a policy $\pi_{\theta}$ aims to get close to and eventually reach the goal. We can formalize this objective as maximizing the difference-based proximity reward $R_\phi$, the increase in goal proximity, at every timestep, which corresponds to making consistent progress towards the goal:

$$R_\phi(s_t, s_{t+1}) = f_\phi(s_{t+1}) - f_\phi(s_t). \quad (6.3)$$
Given the proximity reward $R_\phi$, the policy is trained to maximize the expected discounted return:

$$E_{(s_0, \ldots, s_{T_i}) \sim \pi_\theta} \left[ \sum_{t=0}^{T_i-1} \gamma^t R_\phi(s_t, s_{t+1}) \right]. \quad (6.4)$$

However, a policy trained with the proximity reward can sometimes acquire undesired behaviors by exploiting over-optimistic proximity predictions on states not seen in the expert demonstrations. This becomes critical when the expert demonstrations are limited and cannot sufficiently cover the state space. To avoid inaccurate predictions leading an agent to undesired states, we propose to (1) fine-tune the proximity function with online agent experience to reduce optimistic proximity predictions; and (2) penalize agent trajectories with high uncertainty in goal proximity prediction.

To alleviate the effect of inaccurate proximity estimation in policy training, we discourage the policy from visiting states with uncertain proximity estimates. Specifically, we model the uncertainty $U_\phi(s_t)$ as the disagreement of an ensemble of proximity functions by computing the standard deviation of their outputs [218, 152]. Then, we use this estimated uncertainty to penalize exploration of states with high uncertainty. The proximity estimate $f_\phi(s_t)$ is the average prediction of the ensemble. With the uncertainty penalty, the modified proximity reward can be written as:

$$R_\phi(s_t, s_{t+1}) = f_\phi(s_{t+1}) - f_\phi(s_t) - \lambda \cdot U_\phi(s_{t+1}), \quad (6.5)$$

where $\lambda$ is a tunable hyperparameter to balance the proximity reward and uncertainty penalty. A larger $\lambda$ results in more conservative exploration outside the states covered by the expert demonstrations.

In summary, we propose to learn a goal proximity function to robustly provide a reward signal on states or goals not covered by demonstrations. We train the goal proximity function to estimate how close the current state is to the goal, and train a policy to maximize the goal proximity while avoiding states.
Figure 6.2: Six goal-directed tasks are used for our experiments. (a) The agent must navigate across rooms to reach the goal. (b) The agent needs to navigate the maze to reach the goal. (c) The ant agent must walk towards the flag. (d, e) The robotic arm is required to pick up or push the block towards the goal (red). (f) The dexterous robot hand needs to rotate the block in-hand to the desired rotation.

with uncertain proximity predictions. We jointly train the proximity function and policy as described in appendix, Algorithm 2.

### 6.4 Experiments

In this paper, we propose a generalizable LfO algorithm that leverages task progress information (i.e. goal proximity) freely acquired from demonstrations. Hence, in our experiments, we aim to answer the following questions: (1) Does our method lead to policies that generalize better to states and goals not in the demonstrations? (2) How does our method’s efficiency and performance compare against prior work in LfO and LfD? (3) What factors contribute to the performance of our method? To answer these questions we consider diverse goal-directed tasks: navigation, locomotion, and robotic manipulation.

#### 6.4.1 Experimental Setup

To demonstrate the improved generalization capabilities of policies trained with the goal proximity, we benchmark our method under two different setups: expert demonstrations are collected from (1) only a fraction of the possible initial and goal states (e.g. 25%, 50% coverage) and (2) initial states with smaller amounts of noise. These generalization experimental setups serve to mimic the reality that expert demonstrations may be collected in a different setting from agent learning. For instance, due to the cost of
demonstration collection, the demonstrations may poorly cover the state space, which corresponds to the setup (1). Likewise, in the setup (2), demonstrations may be collected in controlled circumstances with little noise. Then, an agent in an actual environment would encounter more noise than presented in the demonstrations, leading to a wider initial state distribution.

In our experiments, we use the discounting factor $\delta = 0.95$ for the goal proximity. We use an ensemble of 5 proximity functions to model uncertainty across all tasks. For policy optimization, we use PPO [265], which is widely used in LfO and LfD methods, and its hyperparameters are tuned for each method and task (see appendix, Table 6.2). Each baseline implementation is verified against the results reported in its original paper. We train each task with 5 random seeds and report mean and standard deviation. See Section 6.6.6 for further implementation details.

### 6.4.2 Baselines

We compare our method to the state-of-the-art methods in LfO (BCO, GAIfO, GAIfO-s) as well as LfO with reward (GoalGAIL) and LfD (BC, GAIL, SQIL) approaches, which require additional supervisions, such as task reward and expert actions:

- **BCO** [301] learns an inverse dynamics model from environment interaction to provide action labels in demonstrations for behavioral cloning.

- **GAIfO** [302] trains a discriminator with state transitions $(s, s')$, instead of $(s, a)$ as in GAIL.

- **GAIfO-s** [336] learns a discriminator based off a single state, not a state transition as with GAIfO.

- **GoalGAIL** [67] uses goal reaching reward and relabeling to improve sample efficiency of GAIL.

- **BC** [236] fits a policy to the demonstration state-action pairs $(s, a)$ with supervised learning.

- **GAIL** [114] is an adversarial imitation learning with a discriminator trained on state-action pairs $(s, a)$ from both expert and agent.
Figure 6.3: Goal completion rates of our method and baselines. The agent must generalize to a wider state and goal distributions than seen in the demonstrations. Demonstrations cover only a part of states (a, b) or are generated with less noise (c, d, e, f). Our method learns more stably, faster, and achieves higher goal completion rates than prior LfO methods. Moreover, our method outperforms the LfD baselines in Navigation, Fetch tasks, and Maze2D, and achieves comparable results in Ant Reach. GoalGAIL performs well in Maze2D since it can easily acquire environment rewards.

- **SQIL** [246] is a sample-efficient imitation learning method which adds expert transitions (s, a) with reward 1 to the replay buffer of off-policy RL and assigns 0 reward to all agent experience.

### 6.4.3 Navigation

We first examine the Navigation task between four rooms shown in Figure 6.2(a) to demonstrate generalization capability of our method, and visualize the learned goal proximity function. The agent observes the 19 × 19 × 4 2D map of the maze and moves in one of four directions. In this task, the agent starting and goal positions are randomly sampled (see an example in appendix, Figure 6.12). We provide 250 expert demonstrations obtained using a shortest path algorithm. During demonstration collection, we hold out
0%, 25%, 50%, and 75% of the possible agent starting and goal positions uniformly at random. In contrast, during agent learning and evaluation, start and goal positions are sampled from all possible positions.

Figure 6.3(b) shows that our method achieves near 100% success rate in 2M environment steps even with demonstrations only covering 25% of starting and goal states, while other LfO methods fail to learn the task. Although BC, GAIL, and BCO achieve success rates of about 60%, 30%, and 35%, respectively, they show limited generalization to unseen configurations. This result shows that the learned goal proximity function generalizes well to unseen configurations.

Figure 6.4(e) visualizes the proximity function trained with 50% coverage demonstrations and 250k steps of agent training. Our proximity function predicts high proximity near the goal and lower proximity when the agent is farther away from the goal. This demonstrates that our proximity function can learn the semantic, non-euclidean relationship between high-dimensional observations and goals. Since the proximity function is conditioned on the state, similar states are likely to have similar predicted proximity, and thus the proximity function learns a spatially consistent measure of proximity from temporal supervision. Moreover, as the task progress is a relative position within a trajectory, both slow and fast demonstrations result in the same task progress. More visualizations can be found in appendix, Section 6.6.5.

Finally, we investigate our hypothesis that the goal proximity function allows for greater generalization, which results in better performance with smaller demonstration coverages. We compare the cases where extreme (25% coverage), moderate (50% and 75% coverage), and no generalization (100% coverage) are required. Figure 6.3(b) and Figure 6.4 show that our method consistently achieves almost 100% success rates in 2M steps across all coverages and is not as affected by the increasingly difficult generalization settings as baselines. In contrast, all LfO baselines struggle to learn the task when the demonstrations do not cover all configurations. LfD methods also shows limited generalization in 25% coverage since the discriminator can easily learn spurious associations between the actions and labels, which hurts generalization to new
actions. This supports our hypothesis that the goal proximity function is able to capture the task structure and therefore, generalize better to unseen configurations.

6.4.4 Maze2D

We further evaluate our method in Maze2D [87] with the medium maze, a continuous version of NAVIGATION. The agent observes its position, velocity, and goal position, and then outputs an x- and y-velocity to navigate the maze. The agent starting and goal positions are randomly sampled. We collect 100 demonstrations (18k transitions) using a planner from Fu et al. [87].

Our method outperforms LfO baselines over all demonstration coverages (see appendix, Figure 6.7). More importantly, in the low coverage case, our method outperforms BC, which has access to expert actions, as shown in Figure 6.3(c). This could be because our proximity function generalizes well whereas BC is not robust to unseen states under small demonstration coverages. On the other hand, GoalGAIL shows the best performance regardless of coverages as the task can be easily solved with the sparse reward and goal relabeling, which is not available for our method and other baselines.
6.4.5 Ant Locomotion

In **ANT REACH** [91], the quadruped ant is tasked to reach a randomly generated goal, which is along the perimeter of a half circle of radius 5 m centered around the ant (see Figure 6.2(c)). The 132D state consists of joint angle, velocity, contact force, and the goal position relative to the agent. We collect 1k demonstrations (25k transitions) using the pre-trained policy (trained for 40M steps). When demonstrations are collected, no noise is added to the initial pose of the ant whereas random noise is added to the initial pose during policy learning, which requires the reward functions to generalize to unseen states.

In Figure 6.3(d), with 0.05 added noise, our method achieves 35% success rate while BCO, GAIfO, and GAIfO-s achieve 1%, 2%, and 7%, respectively. This result illustrates the importance of learning proximity as opposed to discriminating expert and agent states for generalization to unseen states. The performance of GAIfO and GAIfO-s drops drastically with larger joint angle randomness as shown in appendix, Figure 6.7. As **ANT REACH** is not as sensitive to noise in actions compared to other tasks, BC and GAIL show superior results but our method still achieves comparable performance.

6.4.6 Robotic Manipulation

We evaluate our method in two robotic manipulation tasks with the 7-DoF Fetch robotics arm: **FETCH PICK** and **FETCH PUSH** [235]. The robot must grasp and move a block to a target position for **FETCH PICK**, and push a block to a target position for **FETCH PUSH**. The 16D state consists of the gripper pose, object pose, the gripper pose relative to the object, and goal position. Both the initial and target positions of the block are randomly initialized. We generate 1k demonstrations using a hard-coded policy, consisting of 33k and 28k transitions for **FETCH PICK** and **FETCH PUSH**, respectively. The policy is trained in an environment with larger noise applied to the starting and target block positions.

In **FETCH PICK**, our method achieves about 80% success rate outperforming all baselines, despite LfD methods learning with expert actions (see Figure 6.3(e)). The best performing baseline BC only obtains
Figure 6.5: Analysis of the contribution of goal proximity function, uncertainty penalty, and reward formulation to the performance. “Prox” uses the goal proximity function while “GAIfO-s” does not. “+Diff” uses $R(s_t, s_{t+1}) = f(s_{t+1}) - f(s_t)$ and “+Abs” uses $R(s_t) = f(s_t)$ as a reward. “+Uncert” adds the uncertainty penalty to the reward. “+Ensemble” uses an ensemble for the discriminator.

around 40% success rate. The high variance in performance between seeds comes from the difficulty of learning the grasping behavior with large noise. In Fetch Push, our method outperforms baselines in generalization to unseen states by achieving more than 90% success rate (see Figure 6.3(f)). This shows that our proximity function is able to accelerate policy learning in continuous control environments with superior generalization capability.

6.4.7 Dexterous Hand Manipulation

We evaluate our method in a challenging in-hand object manipulation task [235], HAND ROTATE as shown in Figure 6.2(f). In HAND ROTATE, a 24-DoF Shadow Dexterous Hand must in-hand rotate a block to a target $z$-axis rotation. The state consists of the agent’s joint angles and velocities, object pose, and the target rotation. Due to the high dimension of the state (68D) and action space (20D), HAND ROTATE is extremely challenging for both RL and IL without dense reward. We therefore ease the task by constraining the possible initial and target $z$ rotations to $[-\frac{\pi}{32}, \frac{\pi}{32}]$ and $[\frac{\pi}{3}, \frac{\pi}{2}]$. We collect 10k demonstrations (98k transitions) using a pre-trained policy (trained for 8M steps).

In Figure 6.3(g), GAIfO-s performs well because its reward function is biased to provide large negative rewards encouraging the agent to end the episode early which is only possible by succeeding. In contrast,
Figure 6.6: Ablation of our method and comparison to a regularized baseline on Fetch Pick 1.75x to investigate (a) effects of uncertainty penalty coefficient $\lambda$; (b) effects of proximity function design and online/offline training; and (c) generalization capability of a regularization technique and our proximity function.

Our difference-based reward is designed to provide positive rewards, which does not exploit this task property, and performs poorly even with an additional constant penalty -0.005 every step. To test the generalization capability of our proximity function, we additionally examine a variant of our method (Ours-GAIL), which uses the same reward formulation as GAIfO-s, $\log f_\phi(s_t) - \log(1 - f_\phi(s_t))$. With this biased reward function, our method outperforms both GAIfO-s and GAIL, which verifies the benefit of our proximity function in generalization to noisy environments. While BC achieves the high success rate with 10x more demonstrations compared to other tasks, SQIL shows poor performance due to the lack of the negative reward bias.

6.4.8 Ablation Study

Dissecting proximity reward We analyze the contribution of the proximity function, reward formulation, and uncertainty penalty to our method’s performance across four tasks in Figure 6.5. Adding uncertainty to GAIfO-s (GAIfO-s+Uncert) produced a 18.4% boost in average success rate compared to regular GAIfO-s. Proximity supervision, without the uncertainty penalty, resulted in a 66.7% increase in average performance over GAIfO-s with the difference-based reward $f(s_{t+1}) - f(s_t)$ (Prox+Diff) and 25.8%
with the absolute reward $f(s_t)$ (Prox+Abs). This higher performance means **modeling proximity is more important than the uncertainty penalty** for our method.

Although we choose difference-based reward with exponentially discounted goal proximity, the goal proximity can be either linear or exponential discounting, and both can be used for either a difference-based or absolute reward, which perform differently across tasks. For example, the difference-based proximity reward is better for policy learning than the absolute proximity reward except on Ant Reach and Hand Rotate, where the bias of the absolute reward [145] helps the agent survive longer and reach the goal. This is a fundamental problem in IRL, where inductive bias in reward functions is crucial and varies by tasks [145]. Nonetheless, our extensive experiments (Figure 6.5, 6.6(b), 6.8) show that our goal proximity reward provides a more stable and generalizable learning signal than baselines under the same reward bias.

Moreover, we found that **the uncertainty penalty and proximity function have a synergistic interaction**. Combining both the proximity and uncertainty gives a 68.7% increase with the difference-based reward (Prox+Diff+Uncert) and 26.4% increase with the absolute reward (Prox+Abs+Uncert). The uncertainty penalty is especially important for the proximity function as it models fine-grain temporal information where inaccuracies can be easily exploited, as opposed to the binary classification of other adversarial imitation learning methods.

**Ensemble networks** Next, we study if the robustness of our method comes from the use of ensemble networks or task progress. We verify this by applying ensemble of discriminators to the best performing baseline, GAILO-s. Figure 6.5 shows that GAILO-s with ensemble networks (GAILO-s+Ensemble) only achieves 19.6% higher success rates, but this is still 39.7% lower than our method on average. Therefore, **the use of task progress is key** to learn a generalizable reward, not the use of ensemble networks.

**Regularization of discriminators** In our experiments above, we show that our goal proximity function is generalizable to unseen states and goals, which leads to successful imitation learning. We verify
whether standard regularization techniques, such as spectral normalization [197], can also provide the same generalization benefit. In the Fetch Pick 1.75x noise setting (Figure 6.6(c)), GAIfO-s without regularization struggles to learn, achieving only a 1.43% success rate. Not surprisingly, applying spectral normalization [197] to the discriminator of GAIfO-s improves the success rate to 14.56%, which suggests that generalization of the reward function is key to imitation learning with insufficient demonstration coverage. Despite this improvement, our method performs much better at 75.45% success. In summary, **predicting goal proximity enables significantly better generalization than regularization** on the baselines. Figure 6.10 in appendix show similar results across most other tasks.

**Uncertainty penalty coefficient $\lambda$** In Figure 6.6(a), we investigate how the uncertainty penalty coefficient $\lambda$ affects the performance, showing that our method performs the best with $\lambda = 0.001$. A higher or lower $\lambda$ yields worse performance since a higher $\lambda$ prevents exploring unseen states while a lower $\lambda$ encourages exploiting uncertain predictions.

**Proximity function training** In Figure 6.6(b), we test the importance of online and offline training of the proximity function. Note that we update the policy with online interactions in both scenarios. The result shows that **online proximity function update is crucial** for our method as the agent fails without online update. Meanwhile, no pre-training, Ours (No Offline), slows down training. Similar results can be observed across all tasks (see appendix, Figure 6.8).

Our ablation experiments show that (1) goal proximity generalizes better and is more informative for policy learning; (2) the difference-based proximity reward generally performs better than the absolute one; and (3) the uncertainty penalty boosts the performance of our method. In conclusion, all three components of proximity, difference-based reward, and uncertainty are crucial for our method.
6.5 Conclusion

We propose a generalizable learning from observation (LfO) method inspired by how humans acquire generalizable task information and learn skills in new situations by watching others performing goal-directed tasks. We specifically propose to use task progress, which is intuitive and readily available task information that can guide an agent closer to the goal. Inspired by this insight, we learn a goal proximity function and utilize it as a dense reward for policy learning. We hypothesize that predicting the task progress requires more task-relevant information than estimating an occupancy measure [114], and thus generalizes to states not seen in the demonstrations. Our extensive experiments on navigation, locomotion, and robotic manipulation show that our goal proximity function improves generalization in imitation learning, which results in better performance compared to LfO methods and comparable performance with LfD methods which learn from expert actions.

In imitation learning, the generalization ability can include generalization to (1) unseen states and goals, (2) new visual environments (e.g. background), (3) unseen objects, and (4) different embodiments (e.g. humans to robots or different dynamics). In this paper, we focus on generalization to (1) unseen states and goals. This is especially important in imitation learning when the number of demonstrations is not sufficient to cover all possible states and goals. This is very common in imitation learning due to costly demonstration collection. Our approach suggests an effective way of using the demonstrations with limited coverage by learning the generalizable goal proximity reward.

Generalization to a different environment and embodiment is another important research direction and this is indeed our immediate future work. Recent advances in generalizable representation learning [267, 282, 322], robust policy learning [125, 149], and cross-domain correspondence [348] enable us to train a policy that generalizes to new environments and embodiments. Yet, these approaches are orthogonal and complementary to our method as our goal proximity function can be trained on top of the learned representations [267, 282, 322, 125, 149, 348]. We believe that our method can be combined with these
approaches and improve their performance with better demonstration efficiency and additional supervision about task progress.

**Societal Impact**  Our method aims to increase the ability of autonomous agents, such as robots and self-driving cars, to imitate experts (e.g. humans) from observation alone. This enables autonomous agents to utilize data even without expert actions, such as kinesthetic demonstrations and video demonstrations. Ultimately, it could allow autonomous agents to acquire skills even from watching Youtube videos. Since our method learns from experts, it inherits any biases of the demonstrator, such as sub-optimal or unsafe behaviors. Additionally, demonstrations are an easy and intuitive way to specify behaviors, its potential for automation is a threat to job security. However, we overall see enormous benefit with this technology increasing human quality of life and automating difficult jobs.

### 6.6 Appendix

#### 6.6.1 Comparison with GAIL and Its Variants

Our method shares a similar adversarial training process with GAIL [114]. First of all, similar to the discriminator in GAIfO-s [336], our proximity function takes only the current state as input. However, rather than training the discriminator to classify expert from agent, we train the proximity function to regress to the proximity labels which are 0 for agent and the time discounted value between 0 and 1 for expert. Our reward formulation also differs from GAIL approaches which gives a log probability reward based on the discriminator output. We instead incorporate a proximity estimation uncertainty penalty and a difference-based proximity reward as shown in Equation 6.3.
### 6.6.2 Failure of GAIfO and SQIL

We found that SQIL training is unstable and often collapses after some amount of training steps (see Ant experiments in Figure 6.7). Similar trends can be observed in the original paper [246] and other recent papers [293, 240]. We hypothesize that GAIfO easily overfits to demonstrations compared to other baselines (e.g. GAIfO-s) since GAIfO conditions its discriminator on both the current and next observations.

We evaluated these methods with the demonstrations from the same initial and goal state distributions in the first column of Figure 6.7. Even though they are trained for the same goal distributions as the demonstrations, they still overfit to the demonstration states and thus cannot generalize to unseen states encountered during online rollouts for most tasks.

### 6.6.3 Analysis on Generalization of Our Method and Baselines

By learning to predict the goal proximity, the proximity function not only learns to discriminate expert and agent states but also models task progress, which encourages acquiring task-relevant information. With this additional supervision on learning goal proximity, we expect the proximity function to provide a more informative learning signal to the policy and generalize better to unseen states than baselines which easily overfit the reward function to expert demonstrations. To analyze how well our method and the baselines can generalize to unseen states, we vary the difference between the states encountered in expert demonstrations and agent training as described in Section 6.4.

One way we vary the difference between expert demonstrations and agent learning is restricting the expert demonstrations to only cover parts of the state space. For NAVIGATION and MAZE2D, we show results for expert demonstrations that cover 100%, 75%, 50%, and 25% of the state space. For the discrete state space in NAVIGATION, we restrict expert demonstrations to the fraction of possible agent start and goal configurations. For MAZE2D, we break the maze into $6 \times 6$ cells and sample a part of the cells for starting states and another part for goal states.
Likewise, we also measure generalization by adding more noise to the initial state during agent learning. On Fetch Pick, Fetch Push, Ant Reach, and Hand Rotate we show results for four different noise settings. For the two Fetch tasks, the 2D sampling region of the object and goal is scaled by the noise factor. For Ant Reach, uniform noise scaled by the noise factor is added to the initial joint angles, whereas the demonstrations have no noise. For Hand Rotate, uniform noise scaled by the noise factor is added to the possible initial and target object pose. If our method allows for greater generalization from the expert demonstrations, our method should perform well even under states different than those in the expert demonstrations.

The results of our method and baselines across varying degrees of generalization are shown in Figure 6.7. Note that the results in the main paper are for 1.75x noise in Fetch Pick and Fetch Push, 0.05 noise in Ant Reach, 0.35 noise in Hand Reach, and 25% coverage in Maze2D. Across both harder and easier generalization, our method demonstrates more consistent performance compared to baseline methods. While GAIfO-s performs well on high coverage or low noise, which require little generalization in agent learning, its performance deteriorates as the expert demonstration coverage decreases.
Figure 6.7: Analyzing generalization to unseen states from expert demonstrations. 

**Navigation and Maze2D tasks** are tested with different coverages of state spaces in demonstrations, while Fetch, Ant Reach, and Hand Rotate tasks are tested in more noisy environments. The number indicates the amount of additional noise in agent learning compared to that in the expert demonstrations, with more noise requiring harder generalization. The noise level increases from left to right.
6.6.4 Further Ablations

We include additional ablations to further highlight the advantages of our main proposed method over its variants. We evaluate against the same ablations proposed in the main paper (Figure 6.6(b)), but across all environments. We present all these results in Figure 6.8.

Our method shows the best performance in the majority of environments. In all tasks, incorporating online updates is crucial since the proximity function can overfit to expert trajectories and poorly generalize to agent trajectories. Updating the proximity function with online agent experience lowers the proximity prediction outside of the expert trajectories and thus leads an agent to follow the expert. Our method with the uncertainty penalty shows superior performance in FETCH PICK and HAND ROTATE, while it performs similarly with our method without the uncertainty penalty in other environments. Our method using the linear proximity function achieves similar to or slightly lower performance than the exponential proximity function used in the main paper. Offline pre-training of the proximity function is also helpful in most environments.

We also compare to an ablation which learns the proximity function through a ranking-based loss similar to Brown et al. [34] and Burke et al. [36]. However, we empirically found it to be ineffective and difficult to train. This ranking-based loss uses the criterion that for two states from an expert trajectory $s_{t_1}, s_{t_2}$, the proximities should obey $f(s_{t_1}) < f(s_{t_2})$ if $t_1 < t_2$. We therefore train the proximity function with the cross entropy loss $-\sum_{t_i < t_j} \log \frac{\exp f_\phi(s_{t_i})}{\exp f_\phi(s_{t_j}) + \exp f_\phi(s_{t_j})}$. We incorporate agent experience by adding an additional loss which ranks expert states above agent states for randomly sampled pairs of expert and agent states $(s_e, s_a)$ through the cross-entropy loss:

$$\sum_{s_a \sim D^a, s_e \sim \pi_\theta} \log \frac{\exp f_\phi(s_e)}{\exp f_\phi(s_a) + \exp f_\phi(s_e)}.$$ (6.6)
Unlike the discounting factor in the discounting-based proximity function, the ranking-based training requires no hyperparameters. However, as shown in Figure 6.8, the lack of supervision on ground truth proximity scores results in less meaningful predicted proximity and a worse learning signal for the agent, which could explain its poor performance.

We also show results for applying spectral normalization [197] to GAIfO-s [302] in Figure 6.10 across all tasks. While regularizing the GAIfO-s discriminator can consistently improve its performance, it still cannot generalize as well as our method for the majority of tasks. As mentioned in Section 6.4.7, GAIfO-s has a bias to provide negative rewards encouraging the agent to end the episode early, which is a desirable property for the HAND ROTATE task. Vanilla GAIfO-s therefore performs better than our method in this environment, and spectral normalization for the discriminator further improves GAIfO-s performance.

![Graphs showing performance across different tasks](image)

Figure 6.8: Ablation on proximity function design and online/offline proximity function training. We compare our method to the proximity function with actions as input or with a ranking-based objective (Equation 6.6). Our method shows consistently superior or comparable performance over all ablations.
Figure 6.9: Analyzing different choices of the proximity discounting factor $\delta$ for training the proximity function. The model learns similarly well over a range of $\delta$ values around 0.95, but struggles for too large or too small $\delta$.

6.6.5 Qualitative Results

It is important for agent learning that the proximity function gives higher values for states that are temporally closer to the goal. To verify this intuition, we visualize the proximity values predicted by the proximity function in a successful episode from agent learning in Figure 6.11. In Figure 6.11, we can observe that the predicted proximity increases as the agent moves closer to the goal (except HAND ROTATE). This provides an example of the proximity function generalizing to agent experience and providing a meaningful reward signal for agent learning.

We notice that while the predictions increase as the agent nears the goal, the proximity prediction values are often low (<0.1) as shown in Figure 6.11(c). These low values are mostly predicted for the states not covered in the demonstrations due to the adversarial online training of the proximity function. During online proximity function training, we label agent experience with 0 proximity and therefore proximity predictions get lower, especially for states not in the demonstrations.

For HAND ROTATE, the proximity function fails to predict increasing proximity for states near the goal as an agent cannot learn to imitate the exact expert trajectories. Instead, due to the negatively biased reward, the agent finds a new way to solve the task as discussed in Section 6.4.7 and therefore achieves low proximity predictions even for successful trajectories as shown in Figure 6.11(e). However, our method still
Figure 6.10: Effect of applying spectral normalization to the GAIfO-s baseline compared to the performance of our method. While regularization helps GAIfO-s, it still is outperformed by our method in the majority of tasks.

provides relatively higher proximity values near goal states compared to baseline methods, which leads our agent to achieve higher performance in noisy environments.

6.6.6 Implementation Details

We use PyTorch [223] for our implementation and all experiments are conducted on a workstation with an Intel Xeon E5-2640 v4 CPU and a NVIDIA Titan Xp GPU. Most adversarial imitation learning methods and our method are trained for around 3 hours with 32 parallel workers. GoalGAIL and SQIL training takes around 48 hours since they use off-policy optimization with a single worker.
6.6.6.1 Environment Details

In this section, we summarize details of the six goal-directed tasks discussed in this paper. For all environments, the starting and goal states are randomly initialized. All units in this section are in meters and radians unless otherwise specified. The summary of observation spaces, action spaces, and episode lengths are described in Table 6.1. To evaluate the generalization capability of our method and baselines, we constrain the coverage of expert demonstrations or add additional starting state noise during agent learning as discussed in Section 6.6.3.

**Navigation** [50] In Navigation, the state consists of a one-hot vector for each grid cell encoding wall, empty space, agent, or goal. Navigation has four discrete actions for moving in four directions. We collect 250 expert demonstrations using the shortest path algorithm, BFS search. The 25% holdout region is visualized in Figure 6.12.

**Maze2D** [87] In Maze2D, the state consists of the agent’s 2D position, velocity, and the goal position. The point mass agent moves around the maze by controlling the continuous value of its \((x, y)\) velocity. The only modification in this environment from maze2d-medium-v1 [87] is the episode length reduced from 600 to 400. We collect 100 expert demonstrations using a planner provided by Fu et al. [87].

**Ant Reach** [91] In Ant Reach the state consists of joint angle, velocity, force and the relative goal position, and the agent is controlled using joint torque control. We collect 1,000 demonstrations using an expert policy trained using PPO [265] based on the reward function \(R(s, a) = 1 - 0.2 \cdot ||p_{ant} - p_{goal}||_2 - 0.005 \cdot ||a||_2^2\), where \(p_{ant}\) and \(p_{goal}\) are \((x, y)\)-positions of the ant and goal, respectively, and \(a\) is an action. Please refer to the code for more details.

**Fetch Pick and Fetch Push** [235] The actions in the Fetch experiments use 3-D end-effector position control and 1-D continuous control for the gripper (fixed for Fetch Push). A 16-dimensional state in Fetch
tasks consists of the relative position of the goal from the object, relative position of the end-effector to the object, and robot joint state. We found that not including the velocity information was beneficial for all learning from observation approaches in Fetch tasks. In Fetch Pick, we generate 1,000 demonstrations by hard coding the Sawyer Robot to first reach above the object, then reach down and grasp, and finally move to the target position. Similarly, in Fetch Push, we collect 664 demonstrations by hard coding the Sawyer to reach behind the object and then execute a planar push towards the goal.

**Hand Rotate** [235] The original task HandManipulateBlockRotateZ-v0 proposed in Plappert et al. [235] is challenging to solve without reward due to its large and combinatorial state space and large action space. Hence, we reduce the initial and goal z rotations of the block to $[-\frac{\pi}{32}, \frac{\pi}{32}]$ and $[\frac{\pi}{3}, \frac{\pi}{2}]$. The 68-D state space consists of the agent’s joint angles and velocities, and object pose. The 20-D action space is for joint torque control of 24-DoF Shadow Dexterous Hand. We collect 10,000 demonstrations using an expert policy trained with DDPG+HER [14] using a sparse reward.

### 6.6.6.2 Network Architectures

**Actor and critic networks:** We use the same architecture for actor and critic networks except for the output layer where the actor network outputs an action distribution while the critic network outputs a critic value. For Navigation, the actor and critic network consists of $CONV(3, 2, 16) - ReLU - MaxPool(2, 2) - CONV(3, 2, 32) - ReLU - CONV(3, 2, 64)$ followed by two fully-connected layers with hidden layer size 64, where $CONV(k, s, c)$ represents a c-channel convolutional layer with kernel size $k$ and stride $s$. For other tasks, we model the actor and critic networks as two separate 3-layer MLPs with hidden layer size 256. For the continuous control tasks, the last layer of the actor MLP has two heads to output the mean and standard deviation of a Gaussian distribution which an action is sampled from. We use the ReLU activation for Navigation and tanh for other tasks.
**Goal proximity function and discriminator:** The goal proximity function and discriminator use a CNN encoder (the same CNN architecture as the actor and critic networks) followed by a hidden layer of size 64 for **Navigation** and a 3-layer MLP with a hidden layer of size 64 for other tasks. When measuring the uncertainty of predictions, we use an ensemble of 5 networks.

6.6.6.3 Training Details

For our method and all baselines except BC [236] and BCO [301], we train policies using PPO [265]. The hyperparameters for policy training are shown in Table 6.2, while the hyperparameters for the proximity and discriminator function are shown in Table 6.3. For our method, we found it helpful to normalize the reward based on the moving average and standard deviation of returns. We also did so for baselines when it helped.

For hyperparameter tuning, we searched over entropy coefficients {0.0001, 0.001, 0.01}, state normalization {True, False}, uncertainty coefficient {0.0001, 0.001, 0.01, 0.1}, learning rates {0.0001, 0.0003, 0.001}, and reward normalization {True, False}.

In BC, the demonstrations were split into 80% training data and 20% validation data. The policy was trained on the training data until the validation loss stopped decreasing. The policy is then evaluated for 1,000 episodes to get an average success rate.

In GAlFO-s and GAIL, we use the reward form of $\log D(s) - \log(1 - D(s))$ and $\log D(s, a) - \log(1 - D(s, a))$, respectively, from Finn et al. [78] and Fu, Luo, and Levine [88].

For GoalGAIL [67], we use the default hyperparameters used in the original implementation. For the policy network, we use a deterministic policy for DDPG [170] and use the tanh activation to normalize the policy output between $[-1, 1]$. We update the policy and critic every 2 environment steps and the discriminator every 10 environment steps to prevent overfitting.
**Algorithm 2** Imitation learning with learned goal proximity

**Require:** Expert demonstrations $D^e = \{\tau^e_1, \ldots, \tau^e_N\}$

1. Initialize goal proximity function $f_\phi$ and policy $\pi_\theta$
2. for $i = 0, 1, \ldots, M$ do
   3. Sample expert demonstration $\tau^e \sim D^e$
   4. Update $f_\phi$ with $\tau^e$ to minimize Equation 6.1 \hspace{1cm} \triangleright \text{Offline proximity function training}
5. end for
6. for $i = 0, 1, \ldots, L$ do
   7. Rollout trajectories $\tau_i = (s_0, \ldots, s_{T_i})$ with $\pi_\theta$
   8. Compute proximity reward $R_\phi(s_t, s_{t+1})$ for $(s_t, s_{t+1}) \sim \tau_i$ using Equation 6.5
   9. Update $\pi_\theta$ using any RL algorithm \hspace{1cm} \triangleright \text{Policy training}
10. Update $f_\phi$ with $\tau_i$ and $\tau^e \sim D^e$ to minimize Equation 6.2 \hspace{1cm} \triangleright \text{Online proximity function training}
11. end for

Table 6.1: Environment details. In Navigation and Maze2D, the goal and agent are randomly initialized anywhere on the grid. In Ant Reach, the angle of the goal and the velocity of the agent are randomly initialized. The goal and object noise in Fetch describes the amount of uniform noise applied to the $(x, y)$ coordinates of the object and goal. In Hand Rotate, the state and goal noises are applied to the initial and goal object rotations.

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>Goal noise</th>
<th>State noise</th>
<th>Episode len.</th>
<th># demos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Navigation</td>
<td>(19, 19, 4)</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>Maze2D</td>
<td>6</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>600</td>
</tr>
<tr>
<td>Ant Reach</td>
<td>132</td>
<td>8</td>
<td>$\theta \in [0, \pi]$</td>
<td>$v \in [\pm 0.05]$</td>
<td>50</td>
</tr>
<tr>
<td>Fetch Pick</td>
<td>16</td>
<td>4</td>
<td>$(x, y) \in [\pm 0.02, \pm 0.05]$</td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>Fetch Push</td>
<td>16</td>
<td>3</td>
<td>$(x, y) \in [\pm 0.02, \pm 0.05]$</td>
<td></td>
<td>60</td>
</tr>
<tr>
<td>Hand Rotate</td>
<td>68</td>
<td>20</td>
<td>$\theta \in [\frac{\pi}{2}, \frac{3\pi}{2}]$</td>
<td>$\theta \in [\pm \frac{\pi}{12}]$</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 6.2: PPO hyperparameters used for baselines and our method.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>3e-4</td>
</tr>
<tr>
<td>Learning Rate Decay</td>
<td>Linear decay</td>
</tr>
<tr>
<td># Mini-batches</td>
<td>4 (Navigation), 32 (others)</td>
</tr>
<tr>
<td># Epochs per Update</td>
<td>4 (Navigation), 10 (others)</td>
</tr>
<tr>
<td>Discount Factor $\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>Rollout Size</td>
<td>16,000 (Ant Reach), 4,096 (others)</td>
</tr>
<tr>
<td>Entropy Coefficient</td>
<td>0.01 (Navigation), 0.001 (others)</td>
</tr>
<tr>
<td>State Normalization</td>
<td>False (Navigation), True (others)</td>
</tr>
</tbody>
</table>
Figure 6.11: Visualizing the proximity predictions for a successful trajectory from agent learning. Four informative frames are selected from the overall trajectory and the predicted proximity value is displayed below. The proximity prediction visualization for NAVIGATION can be found in Figure 6.4(e).
Figure 6.12: The goals of the expert demonstrations in red for the Navigation 25% holdout setting.

Table 6.3: Hyperparameters for goal proximity functions (ours) and discriminators (baselines).

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td># Networks for Ensemble</td>
<td>5</td>
</tr>
<tr>
<td># Epochs for Pre-training</td>
<td>5</td>
</tr>
<tr>
<td>Discount Factor $\delta$</td>
<td>0.95 (exponential), $1/H$ (linear)</td>
</tr>
<tr>
<td>Uncertainty Coefficient $\lambda$</td>
<td>0.001 (Fetch), 0.01 (others)</td>
</tr>
<tr>
<td>Learning Rate (ours)</td>
<td>1e-3 (Navigation, Fetch, Maze2D), 1e-4 (Ant Reach, Hand Rotate)</td>
</tr>
<tr>
<td>Learning Rate (baselines)</td>
<td>1e-4</td>
</tr>
<tr>
<td>Batch Size</td>
<td>32 (Navigation), 128 (others)</td>
</tr>
<tr>
<td># Updates per Agent Update</td>
<td>1</td>
</tr>
<tr>
<td>Experience Buffer Size</td>
<td>16,000 (Ant Reach), 4,096 (others)</td>
</tr>
<tr>
<td>Reward Norm. (ours)</td>
<td>True</td>
</tr>
<tr>
<td>Reward Norm. (baselines)</td>
<td>True (Fetch), False (others)</td>
</tr>
</tbody>
</table>
Part IV

Task Execution
Chapter 7

Learning to Execute Programs

7.1 Introduction

Humans are capable of leveraging instructions to accomplish complex tasks. A comprehensive instruction usually comprises a set of descriptions detailing a variety of situations and the corresponding subtasks that are required to be fulfilled. To accomplish a task, we can leverage instructions to estimate the progress, recognize the current state, and perform corresponding actions. For example, to make a gourmet dish, we can follow recipes and procedurally create the desired dish by recognizing what ingredients and tools are missing, what alternatives are available, and what corresponding preparations are required. With sufficient practice, we can improve our ability to perceive (e.g. knowing when food is well-cooked) as well as master cooking skills (e.g. cutting food into same-sized pieces), and eventually accomplish difficult recipes.

Can machines likewise learn to follow and exploit comprehensive instructions like humans? Utilizing expert demonstrations to instruct agents has been widely studied in [82, 345, 332, 225, 283, 69, 323]. However, demonstrations could be expensive to obtain and are less flexible (e.g. altering subtask orders in demonstrations is nontrivial). On the other hand, natural language instructions are flexible and expressive [182, 128, 138, 194, 86, 135, 21]. Yet, language has the caveat of being ambiguous even to humans, due to its lacking of structure as well as unclear coreferences and entities. [11, 216] investigate a hierarchical approach, where the instructions consist of a set of symbolically represented subtasks. Nonetheless, those instructions are
not a function of states (i.e. describe a variety of circumstances and the corresponding desired subtasks), which substantially limits their expressiveness.

We propose to utilize programs, written in a formal language, as a structured, expressive, and unambiguous representation to specify tasks. Specifically, we consider programs, which are composed of control flows (e.g. if/else and loops), environmental conditions, as well as corresponding subtasks, as shown in Figure 7.1. Not only do programs have expressiveness by describing diverse situations (e.g. a river exists) and the corresponding subtasks which are required to be executed (e.g. mining wood), but they are also unambiguous due to their explicit scoping. To study the effectiveness of using programs as task specifications, we introduce a new problem, where we aim to develop a framework which learns to comprehend a task specified by a program as well as perceive and interact with the environment to accomplish the task.

To address this problem, we propose a modular framework, program guided agent, which exploits the structural nature of programs to decompose and execute them as well as learn to ground program tokens with the environment. Specifically, our framework consists of three modules: (1) a program interpreter that leverages a grammar provided by the programming language to parse and execute a program, (2) a perception module that learns to respond to conditional queries (e.g. is_there[River]) produced by the interpreter, and (3) a policy that learns to fulfill a variety of subtasks (e.g. mine(Wood)) extracted from the program by the interpreter. To effectively instruct the policy with symbolically represented subtasks, we introduce a learned modulation mechanism that leverages a subtask to modulate the encoded state features instead of concatenating them. Our framework (shown in Figure 7.3) utilizes a rule-based program interpreter to deal with programs as well as learning perception module and policy when it is necessary to perceive or interact with the environment. With this modularity, our framework can generalize to more complex program-specified tasks without additional learning.

To evaluate the proposed framework, we consider a Minecraft-inspired 2D gridworld environment, where an agent can navigate itself across different terrains and interact with objects, similar to [11, 28].
corresponding domain-specific language (DSL) defines the rules of constructing programs for instructing an agent to accomplish certain tasks. Our proposed framework demonstrates superior generalization ability – learning from simpler tasks while generalizing to complex tasks. We also conduct extensive analysis on various end-to-end learning models which learns from not only program instructions but also natural language descriptions. Furthermore, our proposed learned policy modulation mechanism yields a better learning efficiency compared to other commonly used methods that simply concatenate a state and goal.

### 7.2 Related Work

**Learning from language instructions.** Prior works have investigated leveraging natural languages to specify tasks on a wide range of applications, including navigation [194, 296, 86, 313, 272, 32, 33, 195, 296], spatial reasoning for goal reaching [127], game playing [135, 85, 249], and grounding visual concepts [135, 21, 10]. However, natural language descriptions can often be ambiguous even to humans. Moreover, it is not clear how end-to-end learning agents trained with simpler instructions can generalize well to much more complex ones. In contrast, we propose to utilize a precise and structured representation, programs, to specify tasks.
Learning from demonstrations. When a task cannot be easily described in languages (e.g. object texture or geometry), expert demonstrations offer an alternative way to provide instructions. Prior works have explored learning from video demonstrations \([82, 345, 332, 225, 283, 19]\) or expert trajectories \([69, 323]\). However, demonstrations can be expensive to obtain and are less expressive about diverging behaviors of a complex task, which are better captured by control flow in programs. Moreover, editing demonstrations such as rearranging the order of subtasks is often difficult.

Program induction and synthesis. To learn acquire programmatic skills such as digit addition and string transformations and achieve better generalization, program induction methods \([332, 61, 208, 95, 132, 247, 38, 329]\) aim to implicitly induce the underlying programs to mimic the behaviors demonstrated in task specifications (e.g. input/output pairs, demonstrations). On the other hand, program synthesis methods \([31, 219, 63, 46, 273, 35, 175, 287, 171, 169]\) explicitly synthesize the underlying programs and execute the programs to perform the tasks. Instead of trying to infer programs from task specifications, we are interested in explicitly executing programs. Also, our framework can potentially be leveraged to obtain program execution results for evaluating program synthesis frameworks when no program executor is available (e.g. programs describe real-world activities instead of behaviors in simulation).

Symbolic planning and programmable agent. Classical symbolic planning concerns the problem of achieving a goal state from an initial state through a series of symbolically represented executions \([90, 144]\). Our work shares a similar spirit but assume a task (i.e. a program) is given, where the agent is required to learn to ground symbolic concepts \([185, 107]\) and follow the control flow. Executing programs with reinforcement learning has been studied in programmable hierarchies of abstract machines \([221, 8, 9]\), which provide partial descriptions and subroutines of the desired task. \([59, 155]\) train agents to execute declarative programs by grounding these well-structured languages in their learning environments. In contrast, our modular framework consists of modules for perceiving the environment and interacting with
7.3 Problem Formulation

We are interested in learning to comprehend and execute an instruction specified by a program to fulfill the desired task. In this section, we formally describe our definition of programs, the family of Markov Decision Processes (MDPs), and the problem formulation.

**Program.** The programs considered in this work are defined based on a Domain-Specific Language (DSL) as shown in Figure 7.2. The DSL is composed of perception primitives, action primitives, and control flow. A perception primitive indicates circumstances in the environment (e.g. is_there(River), and agent[Gold]<3) that can be perceived by an agent, while an action primitive defines a subtask that describes a certain behavior (e.g. mine(Gold), and goto(1,1)). Control flow includes if/else statements, loops, and Boolean/logical operators to compose more sophisticated conditions. A program $p$ is a deterministic function that outputs a desired behavior (i.e. subtask) given a history of states $o_t = p(H_j)$, where $H_j = \{s_1, \ldots, s_t\}$ is a state history with $s \in S$ denoting a state of the environment, and $o \in O$ denotes an instructed behavior (subtask). We denote a program as $p \sim P$, an infinite program set containing all executable programs given a DSL. Note that a discussion on the DSL design principle can be found in Section 7.7.2.

**MDPs.** We consider a family of finite-horizon discounted MDPs in a shared environment, specified by a tuple $(S, A, \mathcal{P}, T, \mathcal{R}, \rho, \gamma)$, where $S$ denotes a set of states, $A$ denotes a set of low-level actions an agent can take, $\mathcal{P}$ denotes a set of programs specifying instructions, $T: S \times A \times S \rightarrow \mathbb{R}$ denotes a transition probability distribution, $\mathcal{R}$ denotes a task-specific reward function, $\rho$ denotes an initial state distribution, and $\gamma$ denotes a discount factor. For a fixed sequence $\{(s_0, a_0), \ldots, (s_t, a_t)\}$ of states and actions obtained
Figure 7.3: **Program Guided Agent.** The proposed modular framework comprehends and fulfills a desired task specified by a program. The program interpreter executes the program by alternating between querying the perception module with a query $q$ when an environment condition is encountered (e.g. $\text{env}[	ext{Gold}] > 0$, $\text{is\_there}[	ext{River}]$) and instructing a policy when it needs to fulfill a goal/subtask $g$ (e.g. $\text{mine(Gold)}$, $\text{build\_bridge()}$). The perception module produces a response $h$ to answer the query, determining which paths in the program should be chosen. The policy takes a sequence of low-level actions $a$ (e.g. $\text{moveUp}$, $\text{moveLeft}$, $\text{Pickup}$) interacting with the environment to accomplish the given subtask (e.g. $\text{mine(Gold)}$).

from a rollout of a given policy $\pi$, the performance of the policy is evaluated based on a discounted return

$$\sum_{t=0}^{T} \gamma^t r_t,$$

where $T$ is the horizon of the episode.

**Problem Formulation.** We consider developing a framework which can comprehend and fulfill an instruction specified by a program. Specifically, we consider a sampled MDP with a program describing the desired task. Addressing this task requires the ability to keep track of which parts of the program are finished and which parts are not, perceiving the environment and deciding which paths in the program to take, and performing actions interacting with the environment to accomplish the given subtask.

### 7.4 Approach

Accomplishing an instructed task described by a program requires (1) executing the program control flow and conditions, (2) recognizing the situations to infer which path in the program should be chosen, and (3) executing a series of actions interacting with the environment to fulfill the subtasks. Based on this intuition, we design a modular framework with three modules:
• **Program interpreter** (Section 7.4.1) reads a program and executes it by querying a perception module with environment conditions (e.g. \( \text{env}[\text{Gold}] > 0 \)) and instructing the policy with subtasks (e.g. \( \text{mine}(\text{Gold}) \)).

• **Perception module** (Section 7.4.2) responds to perception queries (e.g. \( \text{env}[\text{Gold}] > 0 \)) by examining the observation and predicting responses (e.g. \( \text{true} \)).

• **Policy (action module)** (Section 7.4.3) performs low-level actions (e.g. \( \text{moveUp}, \text{moveLeft}, \text{pickUp} \)) to fulfill the symbolically represented subtasks (e.g. \( \text{mine}(\text{Gold}) \)) provided by the program interpreter.

Our key insight is to only *learn* a module when its input or output is associated with the environment (i.e. a function approximator is needed) – the perception module learns to ground the queries to its observation and answer them; the policy learns to ground the symbolically represented subtasks and interact with the environment in a trial-and-error way (Section 7.4.4). On the other hand, we do not learn the program interpreter; instead, we utilize a *rule-based* parser to execute programs. An overview of the proposed framework is illustrated in Figure 7.3.

### 7.4.1 Program Interpreter

To execute a program instruction, we group program tokens into three main categories: (1) **subtasks** indicate what the agent should perform (e.g. \( \text{mine}(\text{Gold}) \)), (2) **perceptions** the essential information extracted from the environment (e.g. \( \text{env}[\text{Gold}] > 0 \)), and (3) **control flows** determine which paths in a program should be taken according to the perceived information (i.e. perceptions). Then, we devise a *program interpreter*, which can execute and keep track of the progress by leveraging the structure of programs. Specifically, it consists of a program line parser and a program executor. The parser first transforms the program into a program tree by representing each line of a program as a tree node. Each node is either a leaf node (subtask) or a non-leaf node (perception or control flow) that has various subroutines as children nodes. The executor then performs a pre-order traversal on the program tree to execute the program, utilizing the
parsed contents to alternate between querying the perception module when an environment condition is encountered and instructing the policy when it reaches a leaf node (subtask). The details and the algorithm are summarized in Section 7.7.1. Note that the program interpreter is a rule-based algorithm instead of a learning module.

7.4.2 Perception Module

Determining which paths should be chosen when executing a program requires grounding a symbolically represented query (e.g. is there [River] can be represented as a sequence of symbols) and perceiving the environment. To this end, we employ a perception module $\Phi$ that learns to map a query and current observation to a response: $h = \Phi(q, s)$, where $q$ denotes a query, and $h$ denotes the corresponding perception output (e.g. true/false). Note that we focus on Boolean perception outputs in this paper, but a more generic perception type can be used (e.g. object attributes such as color, shape, and size).

7.4.3 Policy

When program execution reaches a subtask/leaf node (e.g. mine(Gold)), the agent is required to take a sequence of low-level actions (e.g. moveUp, moveLeft, Pickup) to interact with the environment to fulfill it. To enable the execution, we employ a multitask policy $\pi$ (i.e. action module) which is instructed by a symbolic goal (e.g. mine(Gold)) provided by the program interpreter indicating the details of the corresponding subtask. To learn to perform different subtasks, we train the policy using actor-critic reinforcement learning, which takes a goal vector $g$ and an environment state $s$ and outputs a probabilistic distribution $a$ for low-level actions $a \sim \pi(s_t, g_t|\theta)$. The value estimator used for our policy optimization is also goal-conditioned: $V_{\pi}(s_t, g_t) = \mathbb{E}[\sum_t \gamma^t R_t | s_0 = s, \pi, g_t]$. While the most common way to feed a state and goal to a policy parameterized by a neural network is to concatenate them in a raw space or a latent space, we find this less effective when the policy has to
Figure 7.4: **Learning a multitask policy via learned modulation.** (a) A multitask policy takes both a state $s$ and a goal specification $g$ as inputs and produces an action distribution $a \sim \pi(s, g)$. Instead of simply concatenating the state and goal in a raw space or a latent space, we propose to modulate state features $e_s$ using the goal. Specifically, the goal network learns to predict affine transform parameters $\gamma$ and $\beta$ to modulate the state features $\hat{e}_s = \gamma \cdot e_s + \beta$. Then, the final layers use the modulated features to predict actions. (b) We experiment different ways of feeding a state and goal for learning a multitask policy. The training curves demonstrate that all modulation variants, including modulating state feature maps of convolutional layers (Modulation conv), modulating state feature vectors of fully-connected layers (Modulation fc), or both (Modulation conv fc), are more efficient than concatenating the state and the goal in a raw space (Concat raw) or a latent space (Concat).

learn a diverse set of tasks. Therefore, we propose a modulation mechanism to effectively learn the policy. Specifically, we employ a goal network to encode the goal and compute affine transform parameters $\gamma$ and $\beta$, which are used to modulate state features $e_s$ to $\hat{e}_s = \gamma \cdot e_s + \beta$. Then, the modulated features $\hat{e}_s$ are used to predict action $a$ and value $V$. With the modulation mechanism, the goal network learns to activate state features related to the current goal and deactivate others. An illustration is shown in Figure 7.4 (a). A more detailed discussion of the related works that utilize similar learned modulation mechanisms can be found in Section 7.7.4.

7.4.4 Learning

To follow a program by perceiving the environment and taking actions to interact with it, we employ two learning modules: a perception module and a policy. In this section, we discuss how each module is trained,
their training objectives, and optimization methods. More training details and the architectures can be found in Section 7.7.5.4.

### 7.4.4.1 Perception Module

We formulate training the perception module as a supervised learning task. Given tuples of (query $q$, state $s$, ground truth perception $h_{gt}$), we train a neural network $\Phi$ to predict the perception output $h$ by optimizing the binary cross-entropy loss: $L_{CE} = -h_{gt} \log(h) - (1 - h_{gt}) \log(1 - h)$. A query such as `is_there[River]` is represented as a sequence of symbols. Note that when perception describes more than a Boolean, training the perception module can be done by optimizing other losses such as categorical cross-entropy loss. We train the perception module only on the queries appearing in the training programs with randomly sampled states, requiring it to generalize to novel queries to perform well in executing testing programs.

### 7.4.4.2 Policy

We train the policy using Advantage Actor-Critic (A2C) [198, 64], which is commonly used for gridworld environments with discrete action spaces. A2C computes policy gradients $A_t \nabla_{\theta} \log \pi_{\theta}(a_t|s_t, g_t)$, where $A_t = R_t - V(s_t, g_t)$ is the advantage function based on empirical return $R_t$ starting from $s_t$ and learned value estimator $V(s_t, g_t)$ conditioning on the goal vector $g_t$. We denote the learning rate as $\alpha$, and the policy update rule is as follows:

$$\theta \leftarrow \theta + \alpha \left( A_t \nabla_{\theta} \log \pi_{\theta}(a_t|s_t, g_t) + \beta \nabla_{\theta} H_{\pi_{\theta}} \right), \quad (7.1)$$

where $H_{\pi_{\theta}}$ denotes the policy entropy, where maximizing it improves overall exploration, and $\beta$ determines the strength of the entropy regularization term.
7.5 Experiments

Our experiments aim to answer the following questions: (1) Can our proposed framework learn to perform tasks specified by programs? (2) Can our modular framework generalize better to more complex tasks compared to end-to-end learning models? (3) How well can a variety of end-to-end learning models (e.g. LSTM, Tree-RNN, Transformer) learn from programs and natural language instructions? (4) Is the proposed learned modulation more efficient to learn a multitask (multi-goal) policy than simply concatenating a state and goal?

7.5.1 Experimental Setups

7.5.1.1 Environment

To evaluate the proposed framework in an environment where an agent can perceive diverse scenarios and interact with the environment to perform various subtasks, we construct a discrete Minecraft-inspired gridworld environment, similar to [11, 281]. As illustrated in Figure 7.1, the agent can navigate through a grid world and interact with resources (e.g. Wood, Iron, Gold) and obstacles (e.g. River, Wall), build tools (e.g. Bridge), and sell resources to a merchant visualized as an alpaca. The environment gives a sparse task completion reward of +1 when an instruction (i.e. an entire program or natural language instruction) is successfully executed. More details can be found in Section 7.7.5.1.

7.5.1.2 Task Instructions

**Programs.** We sample 4,500 programs using our DSL and split them into 4,000 training programs (train) and 500 testing programs (test). To examine the framework’s ability to generalize to more complex instructions, we generate 500 programs which are twice longer and contains more condition branches on average to construct a harder testing set (test-complex).
Natural language instructions. To obtain the natural language counterparts of those instructions, we asked annotators to construct natural language translations of all the programs. The data collection details, as well as sample programs and their corresponding natural language translations, can be found in Section 7.7.5.3, and Figure 7.10 respectively. We include a brief discussion on how annotated natural language instructions can be ambiguously interpreted as several valid programs.

7.5.2 Training

During training, we randomly sample programs from the training set as well as randomly sample an environment state to execute the program interpreter. The program interpreter produces a goal to instruct the policy when encountering a subtask in the program. The policy takes actions $a \sim \pi(s, g)$ and receive reward $+1$ only when the entire program is completed. While we do not explicitly introduce a curriculum like [11], this setup naturally induces a curriculum where the policy first learns to solve simpler programs and gain a better understanding of subtasks by obtaining the task completion, which eventually allows the policy to complete more complex programs. Note that the perception module is pre-trained beforehand in a supervised manner. More training details can be found in Section 7.7.5.7.

7.5.3 End-to-end Learning Models

In contrast to the proposed modular framework, we experiment with a variety of end-to-end learning models. Considering programs and natural language instructions as sequences of tokens, we investigate two types of state-of-the-art sequence encoders: LSTM [115] (Seq-LSTM), and Transformers [306, 62] (Transformer). To leverage the explicit structure of programs, we also investigate encoding programs using a generalization of RNNs for tree-structured input [294, 7] (Tree-RNN). All the models are trained using A2C. The details of these architectures can be found in Section 7.7.5.4.
Table 7.1: Task completion rate. For each method, we iterate over all the programs in a testing set by randomly sampling ten initial environment states and running three models trained using different random seeds for this method. The averaged task completion rates and their standard deviations are reported. Note that all the end-to-end learning models learning from natural language descriptions and programs suffer from a significant performance drop when evaluated on the more complex testing set.

<table>
<thead>
<tr>
<th>Instruction Method</th>
<th>Natural language descriptions</th>
<th>Programs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Seq-LSTM  Transformer</td>
<td>Seq-LSTM Tree-RNN Transformer Ours (concat) Ours</td>
</tr>
<tr>
<td>Dataset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>test</td>
<td>54.9±1.8% 52.5±2.6%</td>
<td>56.7±1.9% 50.1±1.2% 49.4±1.6% 88.6±0.8% 94.9±0.5%</td>
</tr>
<tr>
<td>test-complex</td>
<td>32.4±4.9% 38.2±2.6%</td>
<td>38.8±1.2% 42.2±2.4% 40.9±1.5% 85.2±0.8% 91.8±0.2%</td>
</tr>
<tr>
<td>Generalization gap</td>
<td>40.9% 27.2%</td>
<td>31.6% 15.8% 17.2% 3.8% 2.3%</td>
</tr>
</tbody>
</table>

7.5.4 Results

7.5.4.1 Task Completion

We train the proposed framework and the end-to-end learning models on training programs and evaluate their performances using the percentage of completed instructions on test and test-complex sets (shown in Table 7.1). Our proposed framework achieves a satisfactory test performance and only suffers a negligible drop (i.e. generalization gap) when it is evaluated on test-complex set. This can be attributed to the modular design, which explicitly utilizes the structure and grammar of programs, allowing the two learning modules (i.e. perception and policy) to focus on their local jobs. A more detailed failure analysis can be found in Section 7.7.5.6.

On the other hand, all the end-to-end learning models suffer a significant performance drop between test and test-complex sets, while it is less significant for the models learning from programs, potentially indicating that models learning from instructions with explicit structures can generalize to complex instructions better. Among them, Seq-LSTM achieves the best results on test set, but performs the worst on the test-complex set. Transformer has smaller generalization gaps, which could be attributed to their multi-head attention mechanism, capturing the instruction semantics better. By leveraging the explicit structure of programs, Tree-RNN achieves the best generalization performance.
Figure 7.5: **Analysis on end-to-end learning models:** (a) Models learning from programs generalize better to longer instructions. Transformer is more robust to longer instructions (Upper). Tree-RNN exploiting the program structure generalizes the best, but performs worst for shorter programs (Lower). (b) Seq-LSTM learning from both instructions performs worse as the diversity increases. Transformer learns better from natural language when the instructions are less diverse (Upper). Transformer and Tree-RNN learning from programs are more consistent as the diversity increases, yet perform worse on less diverse instructions (Lower).

### 7.5.4.2 Analysis

An analysis on the end-to-end learning models with respect to varying instruction length and complexity is shown in Figure 7.5, where all the instructions from test and test-complex sets are considered.

**Instruction length.** As shown in Figure 7.5 (a), both Seq-LSTM and Transformer suffer from a performance drop as the instruction length increases. Seq-LSTM performs better when instructions are shorter, but suffers from generalizing to longer instructions. On the other hand, Transformer may learn on a more semantic level, which leads to similar overall performances across two types of instructions. Tree-RNN leverages the structure of programs and achieves a better performance.

**Instruction diversity.** We define the diversity of a program based on the number of control flows it contains (i.e. number of branches). Figure 7.5 (b) shows a clear trend of performance drop of all the models. Transformer is more robust to diverse instructions which could be attributed to its better ability to learn...
the semantics. While Seq-LSTM learning from programs are consistently better across different levels of diversities, Tree-RNN demonstrates the most consistent performances.

7.5.5 Policy Modulation

We investigate if learning a multitask policy with the learned modulation mechanism is more effective. We compare against the two most commonly used methods: concatenating a state and goal in a raw space (Concat raw) or a latent space (Concat). An illustration is shown in Figure 7.4 (a). Since our state contains an environment map, which is encoded by a CNN and MLP, we experiment modulating convoluted feature maps (Modulation conv) or feature vectors (Modulation fc) or both (Modulation conv fc). Figure 7.4 (b) demonstrate that the proposed policy modulation mechanism is more sample efficient. Table 7.1 shows that the multitask policy learning using modulation achieves better performance on task completion.

7.6 Conclusion

We propose to utilize programs, structured in a formal language, as an expressive and precise way to specify tasks instead of commonly used natural language instructions. We introduce the problem of developing a framework that can comprehend a program as well as perceive and interact with the environment to accomplish the desired task. To address this problem, we devise a modular framework, program guided agent, which executes programs with a program interpreter by altering between querying a perception module when a branching condition is encountered and instructing a policy to fulfill subtasks. We employ a policy modulation mechanism to improve the efficiency of learning the multitask policy. The experimental results on a 2D Minecraft environment demonstrate that the proposed framework learns to reliably fulfill program instructions and generalize well to more complex instructions without additional training. We also investigate the performance of various models that learn from programs and natural language descriptions in an end-to-end fashion.
7.7 Appendix

7.7.1 Program Execution

We describe our program interpreter in Section 7.4 and provide more details in this section. The program instruction considered in this work contains the following three components: (1) subtasks, (2) perceptions, and (3) control flows. Accordingly, our Program Interpreter is designed to consist of (1) a parser to parse each line of the program following the grammar defined by our DSL in Figure 7.2, and (2) a program executor which executes the program conditioning on the parsed contents. The interpreter transforms the program into a tree-like object by exploiting its structure (i.e. scopes) and then utilizes the parsed contents to traverse it to execute the program.

A program tree is built by representing each line of a program as a tree node. Each tree node is a data structure containing members: (1) node.line, the original line in the program, (2) node.isLeaf(), if the current node is a leaf node (i.e. subtask), and (3) node.children, all the subroutines of the current node (i.e. the processes under the scope of the current line of program). The interpreter will parse according to the original line contained in the node, and decide whether to call the policy if it is a leaf node (subtask) or produce a query to call the perception module, deciding which child node (subroutine) to go into.

The subroutines of a node should correspond to proper scoping of the program. For example, in Figure 1 in the main paper, the line if is_there[River] has subroutines mine(Wood), build_bridge(), if agent[Iron]<3, and place(Iron,1,1), but not mine(Iron), which should be if agent[Iron]<3’s subroutine.

Once the program tree is built, the program executor will perform a pre-order traversal to initiate the execution. Algorithm 3 summarizes the details of the program execution utilizing the transformed program tree.
Algorithm 3 Program Execution

Require: $P$: program to be executed

Require: $s$: environmental state

Require: $\pi$: agent policy parameterized by $\theta$, $\Phi$: perception module

Require: node: has member node.line as the original program line and children nodes node.children

1: procedure EXECUTE(node)
2:   if node.isLeaf() then
3:     subtask = parse_subtask(node.line)
4:     $\pi$(subtask, $\theta$) $\triangleright$ Calls the agent policy to execute the subtask
5:   else
6:     control_flow, perception_query = parse_ctrl_percept(node.line)
7:     $h = \Phi$(perception_query, $s$) $\triangleright$ Calls the perception module with a query and state
8:     control_flow $h$ $\triangleright$ e.g. if, while, loop, calls the subroutines depending on $h$
9:     for child in node.children do
10:        EXECUTE(child)
11:   end for
12: end if
13: end procedure

7.7.2 DSL Design Principle

Since different domains require different DSLs, we aim to design our DSL by following a design principle that would potentially allow us to easily adapt our DSL to different domain. Specifically, we develop a DSL design principle that considers a general setting where an agent can perceive and interact with the environment to fulfill some tasks. Accordingly, our DSL consist of control flows, perceptions, and actions. While control flows are domain independent, perceptions and actions can be designed based on the domain of interest, which would require certain expertise and domain knowledge. We aim to design our DSL that
is (1) intuitive: the actions and perceptions are intuitively aligned with human common sense, (2) modular: actions are reasonably distinct and can be used to compose more complex behaviors, and (3) hierarchical: a proper level of abstraction that enables describing long-horizon tasks.

7.7.3 Extended Related Work

We present an extended discussion of the related work in this section.

**Multitask reinforcement learning.** To achieve multi-task reinforcement learning, previous works devised hierarchical approaches where an RL agent is trained to achieve a series of subtasks to accomplish the task. In [11], a sequence of policy sketches is predefined to guide an agent towards the desired goal by leveraging modularized neural network policies. [216] propose to learn a controller to predict to either proceed, revert, or stay at a current subgoal, which is sampled from a list of simple symbolic instructions. In this paper, hierarchical tasks are described by programs with increased diversity through branching conditions, and therefore our framework is required to determine which branches in a program should be executed. On the other hand, the framework proposed by [281] requires a subtask graph describing a set of subtasks and their dependencies and aims to find the optimal subtask to execute. This is different from our problem formulation where the agent is asked to follow a given program/procedure.

**Hierarchical reinforcement learning.** Our work is also closely related to hierarchical reinforcement learning, where a meta-controller learns to predict which sub-policy to take at each time step [148, 20, 66, 84, 309, 160, 23, 203, 184]. Previous works also investigated in explicitly specifying sub-policy with symbolic representations for meta-controller to utilize, or an explicit selection process of lower-level motor skills [201, 299].

**Programmable agents.** We would like to emphasize that our work differs from programmable agents [59] in motivation, problem formulations, proposed methods, and contributions. First, [59] concern declarative programs which specify what to be computed (e.g. a target object in a reaching task). However,
the programs considered in our work are imperative, which how this is to be computed (i.e. a procedure). Also, [59] consider only one-liner programs that contain only AND, OR, and object attributes. On the other hand, we consider programs that are much longer and describe more complex procedures. While [59] aim to generalize to novel combinations of object attributes, our work is mainly interested in generalizing to more complex tasks (i.e. programs) by leveraging the structure of programs.

**Programs vs. natural language instructions.** In this work, we advocate utilizing programs as a task representation and propose a modular framework that can leverage the structure of programs to address this problem. Yet, natural language instructions enjoy better accessibility and are more intuitive to users who do not have experience in programming languages. While addressing the accessibility of programs or converting a natural language instruction to a more structural form is beyond the scope of this work, we look forward to future research that leverages the strengths of both programs and natural language instructions by bridging the gap between these two representations, such as synthesizing programs from natural language [171, 60, 245], semantic parsing that bridges unstructured languages and structural formal languages [344, 343], and naturalizing program [321].

### 7.7.4 Discussions on Learned Modulation Mechanisms

To fuse the information from an input domain (e.g. an image) with another condition domain (e.g. a language query, image such as segmentation map, noise, etc.), a wide range of works have demonstrated the effectiveness of predicting affine transforms based on the condition to scale and bias the input in visual question answering [231, 230], image synthesis [6, 136, 220, 121], style transfer [71], recognition [119, 330], reading comprehension [65], few-shot learning [217, 158], etc. Many of those works present an extensive ablation study to compare the learned modulation against traditional ways to merge the information from the input and condition domains.
Recently, a few works have employed a similar learned modulation technique to reinforcement learning frameworks on learning to follow language instruction [21] and meta-reinforcement learning [316, 315]. However, there has not been a comprehensive ablation study that suggests fusing the information from the input domain (e.g. a state) and the condition domain (e.g. a goal or a task embedding) for the reinforcement learning setting. In this work, we conduct an ablation study in our 2D Minecraft environment where an agent is required to fulfill a navigational task specified by a program and show the effectiveness of learning to modulate input features with symbolically represented goal as well as present a number of modulation variations (i.e. modulating the fully-connected layers or the convolutional layers or both). We look forward to future research that verifies if this learned modulation mechanism is effective in dealing with more complex domains such as robot manipulation or locomotion.

7.7.5 Additional Experimental Details

7.7.5.1 Environment Details

In the following paragraphs, we provide some details of the environment used in this work.

Objects in the environment. The major environmental resources that the agent can interact with are: wood, gold, and iron. There is a certain probability that the environment will contain a river, which the agent cannot go across unless a bridge is built (or pre-built). The environment is surrounded by brick walls, which draws the boundaries of the world.

Agent action space. The agent’s actions are (1) crafting actions: including mining (collecting resources), placing, building a bridge, and selling an item; and (2) motor actions: including moving to four directions (up, down, left, right). The crafting actions are only allowed on the current grid cell the agent is standing on, e.g. the subtask mine(gold) requires the agent to navigate to a specific location containing a gold with motor actions, and then perform the crafting action mine at the current location. To build a
bridge, the agent should consume one of the wood it possesses. To sell an item, the agent needs to travel to a merchant. With certain probabilities, there can be 2 to 4 merchants at different locations.

**Initialization.** During training, when each training program is sampled, a valid environment will be randomly initialized, where validity refers to the property that the agent will be able to successfully follow the program with sufficiently provided environmental resources. At test time, we pre-sample 20 valid initialization of the environment with 20 different random seeds to ensure the validity of the two test sets.

**Agent observation space (state representations).** The state used in our reinforcement learning policy consists of an environment map $s_{map}$ and an inventory status of the agent $s_{inv}$. $s_{map}$ is of size $10 \times 10 \times 9$, where each channel-wise slice of size $10 \times 10 \times 1$ represents the binary existence of certain objects at a specific location, e.g. if $(3, 4, 2)$ is 1, it means there is a gold at location $(3, 4)$ (environment objects in channel dimension are zero-indexed). The objects represented by the channels are ordered as follows: wood, iron, gold, agent, wall, goal (2-D representation of intended goal coordinates), river, bridge, and merchant. The agent inventory status $s_{inv}$ is augmented with the agent location, resulting in a 1-d integer vector of size 5. The ordered entry of such vector is as follows: agent’s wood counts, agent’s iron counts, agent’s gold counts, agent’s location coordinate x, and then y.

**Goal representations.** For our proposed framework, we represent the goal of the subtask as an 1-D vector of size 10, produced by the program interpreter. The first five entries of the goal vector is a one-hot representation of the subtask: goto, place, mine, sell, build_bridge. The 6th to 8th entries are one-hot representation of the resources: wood, iron, and gold. The last two entries are the intended goal locations. For example, $\text{place(iron, 3, 5)}$ will be represented as $[0, 1, 0, 0, 0, 1, 0, 3, 5]$. For end-to-end learning models, such goal representation is produced by the input encoder as a continuous latent vector representation.
Figure 7.6: Exemplar rendered environment map. The agent, objects, and stuff are represented as blocks with their corresponding textures. Specifically, the agent is represented as a female character. gold is represented as a golden block, wood is shown as a tree, and iron is represented as a sliver block. River is shown as a blue grid with water texture while bridge is presented as wooden grid. merchant is shown as an alpaca, which is supposed to transport the sold objects. Notice that there are 2 merchants in (a) and (b), while (c) and (d) contains 3 and 4 of them, respectively. The boundaries of the map are shown as brick walls.

Exemplar environment maps. We show several exemplary rendered environment maps in Figure 7.6. As can be seen, the essential resources such as wood, gold, iron are represented as block objects, where the merchant is depicted by an alpaca. The agent is shown as a female human character. River grids, with bridge blocks built on it is shown as the blue grid cells, where the bridge which should be transformed by wood is of wooden texture. The Boundaries can be seen in the surroundings represented as brick wall grids.

7.7.5.2 Ground Truth Perceptions for End-to-end Learning Baselines

Since we train our perception module using ground truth information, we provide the ground truth perception information to all our baselines yet failed to elaborate this in the original paper. Specifically, at every time step, we feed the ground truth perception (i.e. the answer to the queries such as env[Gold]>0 and is_there[River]) to the baseline models. The ground truth perception is represented as a vector that has a dimension of the number of all possible queries, and each element corresponds to a binary answer to a query. Therefore, the baseline models can learn to utilize this ground truth information to infer the desired subtasks. During testing time, the baseline models can still access to all this ground truth perception information, even though it is usually not possible in practice. On the contrary, during testing time, our
perception module predicts the answer to given queries and the performance of the whole framework depends on the predicted answers.

### 7.7.5.3 Task Instructions Details

**Programs.** We generate the program sets by sampling program tokens with normal distributions, and constructing them according to the DSL grammar we define. The training set is composed of on average 32 tokens and 4.6 lines; the more complex test set, *i.e.* `test-complex`, contains on average 65 tokens and 9.8 lines. We include the plotted statistics of various essential properties for the three datasets in Figure 7.11, Figure 7.12, and Figure 7.13, respectively. Note that the maximum indent of a program is the maximum depth of its scope or the height of its transformed program tree. The number of recurring procedures includes both *while* and *loop*.

**Natural language instructions.** For each of the three program sets, we chunked them into several subsets of programs and assign them to annotators for their corresponding natural language translations. The annotators were instructed to read the provided DSL to understand the details of program syntax as well as some exemplary translations before they are allowed to start the task. The annotators were encouraged to give diverse and colloquial translations to avoid constantly giving dull line-by-line translations. The collected (translated) natural language instructions were then cleansed with spell checks and grammatical errors fixes. On average, the annotators used 27, 28, and 61 words to describe the instructions for the train, test, and test-complex sets respectively. The total vocabulary size of the natural language instructions is of 448.

**Qualitative results on natural language analysis.** We show several example data points from our testing sets in Figure 7.10. The leftmost column displays natural language instructions, the middle column shows our sampled ground truth programs, while the rightmost column illustrates how language can be ambiguous and lead to possible alternative interpreted programs.
The proposed framework and the end-to-end learning baselines are implemented in TensorFlow [1].

**Our framework**  **Perception module.** The perception module takes a query $q$ and a state $s$ as input and outputs a response $h$. A query has a size of $6 \times 186$, since the longest query has a length of 6 and 186 is the dimension of one-hot program tokens. Shorter queries are zero-padded to this size.

The state map $s_{map}$ is encoded by a CNN with four layers with channel size of 32, 64, 96, and 128. Each convolutional layer has kernel size 3 and stride 2 and is followed by ReLU nonlinearity. The final feature map is flattened to a feature vector, denoted as $f_m$.

The state inventory $s_{inv}$ is encoded by a two-layer MLP with a channel size of 32 for both layers. Each fully-connected layer is followed by ReLU nonlinearity. The resulting feature vector is denoted as $f_i$.

Each token in the query is first encoded by a two-layer MLP with a channel size of 32 for both layers. Each fully-connected layer is followed by ReLU nonlinearity. Then, all the query token features are concatenated along the feature dimension to a single vector. This vector is then encoded by another two-layer MLP with a channel size of 32 for both layers. Each fully-connected layer is followed by ReLU nonlinearity. The resulting feature vector is denoted as $f_q$.

All encoded features ($f_m$, $f_i$, and $f_q$) are then concatenated along the feature dimensions to a single vector. This vector is processed by a three-layer MLP with a channel size of 128, 64, and 32. Each fully-connected layer is followed by ReLU nonlinearity. Finally, a linear fully-connected layer produces an output with a size of 1, which should have a higher value if the response of the query is true and lower otherwise.

**Policy.** The policy takes a goal $g$ and a state $s$ as input and outputs an action distribution $a$, where the state is encoded by two types of modules: (1) a four-layer CNN encoder to encode the state map $s_{map}$, and (2) a two-layer MLP to encode the agent inventory status $s_{inv}$. 
The goal $g$ is encoded by a two-layer MLP with a channel size of 64 for both layers. Each fully-connected layer is followed by ReLU nonlinearity. The resulting feature vector is denoted as $f_g$. Given the encoded goal vector, we employ four linear fully-connected layers to predict modulation parameters $\{\gamma_i, \beta_i\}_{i=1,...,4}$ for the state CNN encoder, where $\gamma_1$ and $\beta_1$ have size 32, $\gamma_2$ and $\beta_2$ have size 64, $\gamma_3$ and $\beta_3$ have size 96, and $\gamma_4$ and $\beta_4$ have size 128. Note that these modulation parameters are predicted for modulating convolutional features (i.e. modulation conv). For modulation $fc$, a linear fully-connected layer is used to produce $\gamma^{fc}$ and $\beta^{fc}$ with size 64.

A state map $s_{map}$ is encoded by four-layer CNN with channel size of 32, 64, 96, and 128. Each convolutional layer has kernel size 3, strides 2, and is followed by ReLU nonlinearity. After each convolutional layer, the produced feature maps $e$ are modulated to $\gamma \cdot e + \beta$, where $\gamma$ and $\beta$ are broadcast along spatial dimensions. The final feature map is flattened to a feature vector and denoted as $f^{\pi}_{map}$.

A state inventory $s_{inv}$ is encoded by a two-layer MLP with channel size of 64 for both layers. Each fully-connected layer is followed by ReLU nonlinearity. The resulting feature vector is denoted as $f^{\pi}_{sinv}$.

The two encoded features ($f^{\pi}_{map}$ and $f^{\pi}_{sinv}$) are then concatenated along the feature dimension. Two fully-connected layers are used to process the feature with a channel size of 64 for both layers. Each layer is followed by ReLU nonlinearity. The final encoded feature $u$ is then modulated to $\gamma^{fc} \cdot u + \beta^{fc}$ if modulation $fc$ is used.

Finally, the modulated features $\hat{u}$ are used to produce an action distribution $a$ and a predicted value $V$ using two separated MLPs. Each MLP has two fully-connected layers with a channel size of 64 for both layers. A linear layer then outputs a vector with a size of 8 (the number of low-level actions). Another linear layer outputs a vector with a size of 1 as the predicted value.

**End-to-end learning models**  In addition to the input encoder, the end-to-end learning models can utilize a mechanism to remember what subtasks from the instructions have been accomplished. The agent can then explicitly memorize where it stands in the instruction while completing the task. We augment such
memorization mechanism utilizing the memory of another LSTM network, taking as inputs the encoded states throughout the execution trajectory. After agent taking each action, the last hidden state encoding the trajectory up to the current step is used to compute attention scores to pool the outputs of the input encoders. For Tree-RNN encoder, we simply concatenate the hidden representation from memorization LSTM with the root representation of Tree-RNN before feeding them to subsequent layers. The agent policy network then learns to perform task conditioning on this attention-pooled latent instruction vector.

We provide details of our various end-to-end learning models in Table 7.2. Program token embedding is jointly trained with learning the whole module, while GloVe [229] (50-D version) is used for word embedding when instructions are natural languages.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq-LSTM</td>
<td>0.62M</td>
<td>LSTM size of 128, both program and word embeddings are of dimension 50. Attention LSTM size of 128. Attention weights of size $[256 \times 128]$, with bias of size $[128]$. Word embeddings utilize pre-trained GloVe.</td>
</tr>
<tr>
<td>Tree-RNN</td>
<td>0.51M</td>
<td>Program embeddings are of dimension 128. Attention LSTM size of 128. Composition module (to aggregate all the children representation of a node) is of size $[128 \times 128]$, and output projection weights of size $[128 \times 128]$, with bias of size $[128]$. The program embeddings are average pooled across the same program line, so that each line will be mapped to a fixed dimension representation. The composition layer is applied when combining pooled embedding from all the children of a node.</td>
</tr>
<tr>
<td>Transformer</td>
<td>2.63M</td>
<td>Number of hidden layers: 2, with 8 attention heads, and intermediate size of 256. Hidden size is 128. No dropout is applied.</td>
</tr>
</tbody>
</table>

Table 7.2: Architectural details for end-to-end learning models

7.7.5.5 Raw RGB Input

To verify if our framework can be extended to using high-dimensional raw state inputs (i.e. RGB image) as inputs where a hand-crafted policy or perception module might not be easy to obtain, we performed an
additional experiment where the perception module and the policy are trained on raw RGB inputs instead of the symbolic state representation. The results suggest that our framework can utilize RGB inputs while maintaining similar performance (93.2% on the test set) and generalization ability (91.4% on the test-complex set).

### 7.7.5.6 Failure Analysis

To gain a better understanding of how our proposed framework and the end-to-end learning models work or fail, we conduct detailed failure analysis on the execution traces of our model. The analysis is organized as follows:

- We first present an analysis of our framework on the subtasks that appear to be the first failed subtask, which immediately leads to failing the whole task. This analysis sheds some light on which subtasks most commonly cause the failure of task execution. (Section 7.7.5.6)

- We show an analysis of how many time steps each successfully executed subtask takes on average for our framework, through which we explain which subtasks we find to be harder than others. (Section 7.7.5.6)

- We show additional visualizations on the completion rates of different end-to-end learning models plotted with metrics not shown in the main paper, where we aim to deliver a more complete view of how these models perform. (Section 7.7.5.6)

**First failure rate of subtasks** As the first step of failure analysis, we want to get an idea of which subtasks cause the failure of the model in executions more often. To make this possible, we define “first failed subtask” as the first subtask that ends as a failure in an unsuccessful execution of a program. Based on this definition, we further define “first failure rate” as the percentage that an occurrence of a specific subtask turns out to be the first failed subtask of the execution that includes it.
We collect the first failure rate of all subtasks for the result we obtain from running our full model over the more complex test set, i.e. test-complex. The results are plotted in a visually interpretable format in Figure 7.7. As seen in the figure, subtasks in goto and place categories are more likely to be the first failed subtask than subtasks in build_bridge, mine, and sell categories. Within the goto and place subtask categories, subtasks requiring the agent to navigate to grid cells nearby the border of the world has a higher first failure rate than ones nearby the center of the world. This shows that these tasks mentioned above are more prone to failure than other subtasks.

Figure 7.7: First failure rate of subtasks. Every colored grid shows the first failure rate of each subtask. From top-left to bottom-right, each block of grids show the results for subtask category goto, place, build_bridge, mine, and sell. Warmer colors indicate higher first failure rate; while colder colors indicate lower first failure rate. White grids indicate subtasks that either never occurs as first failed task in any execution or do not exist in the executions that lead to this figure.

Figure 7.8: Average time cost of subtasks. The setup of this plot is similar to that of Figure 7.7. Warmer colors indicate higher average subtask time cost; while colder colors indicate lower average subtask time cost. White grids indicate subtasks that do not exist in the executions that lead to this figure.
Additional analysis on completion rates. The results of executing program instructions on both datasets are used to produce the six plots above. In each plot, each color corresponds to a different model that we propose. For the two rightmost plots, there is a very small number of outliers that extends out of the right boundary of the plot that we omit for visual interpretability reasons. Please note that the use of colors in this figure is not the same as that in Figure 5 of the main paper.

Average time cost of subtasks  Continuing from the previous analysis, we show the average time cost of all successful subtask executions in Figure 7.8. As can be seen in the figure, subtasks in build_bridge, mine, and sell categories take relatively smaller number of time steps to complete. In goto and place categories, the closer to border the subtask requires the agent to reach, the more time consuming it gets for the agent to complete the subtask. This corresponds to the finding in the analysis of first failure rates that subtasks with destinations close to the border are more likely to fail. In other words, the closer to border the agent has to reach, the more likely it is to fail the subtask.

Additional analysis on end-to-end learning models completion rates  To conclude failure analysis, we focus on the variation of completion rates of program executions with respect to different conditioning variables. As shown in Figure 7.9, plots showing the trends of completion rates while evaluating with different independent variables show that execution failure is more common in cases when the program
consists of larger number of lines, more loops and while statements, and larger number of subtasks. Note that this subtask count is only a summation of the occurrence counts of each subtask in a program, which does not accurately reflect the number of executions each subtask is being invoked (i.e. it does not reflect the repetitive counts when there is a loop).

Meanwhile, the effect of the number of if and else statements and the maximum indent values of programs on completion rates seem to vary across different models. For Seq-LSTM model, having a larger number of if and else statements or having a larger max indent value results in more failures; while for Transformer and Tree-RNN models, having larger values above results instead in fewer failures. This is probably since Transformer and Tree-RNN models are designed in a way that deals with hierarchical structures with jumps in instruction executions better (this point is also mentioned in the main paper). Despite this difference in effects, the overall change in performance when the number of if and else statements and the maximum indent value change is much less significant than that in the previous case.

During our analysis, we also designed an algorithm to calculate an estimate to the number of branches a program has. Here, the number of branches is defined by the number of distinct sets of lines that a program can be executed. For a program without control flows (no if, else-if, else, loop, and while statements), the number of branches is always 1. For if, else-if, and else statements, the exact number of branches these statements incur can be calculated easily. In cases of the loop and while statements, we treat loops as being executed only once and while statements as if statements when we calculate the number of branches. The result shown in the analysis does not reveal a clear trend. We attribute this result to two possibilities – either the metric we create is not accurate enough, or it is not a very suitable metric to be inspected.
<table>
<thead>
<tr>
<th>#</th>
<th>Language Instructions</th>
<th>Ground Truth Program</th>
<th>Alternative Interpretation</th>
</tr>
</thead>
</table>
| (a) | If there is a river, build a bridge. Repeat the followings 3 times: mine a gold, and if environment has no more than 8 gold, mine iron, and then sell an iron. | def run():
    if is_there[River]:
        build_bridge()
        loop(3):
            mine(Gold)
            if env[Gold] <= 8:
                mine(Gold)
                sell(Iron) | def run():
    if is_there[River]:
        build_bridge()
        loop(3):
            mine(Gold)
            if env[Gold] <= 8:
                mine(Gold)
                sell(Iron) |
| (b) | Place an iron on (7,2) and repeat 4 times, if agent has no more than 9 iron then sell a gold. | def run():
    place(Iron, 7, 2)
    loop(4):
        if agent[Iron] <= 9:
            sell(Iron) | def run():
    loop(5):
        place(Iron, 7, 2)
        if agent[Iron] <= 9:
            sell(Iron) |
| (c) | Mine wood first. If agent has more than 3 iron, mine wood. If there is gold in the environment, place iron at (3,7). | def run():
    mine(Wood)
    if agent[Iron] >= 4:
        mine(Wood)
        if is_there[Gold]:
            place(Iron, 3, 7) | def run():
    mine(Wood)
    if agent[Iron] >= 4:
        mine(Wood)
        if is_there[Gold]:
            place(Iron, 3, 7) |

Figure 7.10: **Exemplar data and language ambiguity.** The goal of the examples above is to show that natural language instructions while being flexible enough to capture the high-level semantics of the task, can be ambiguous in different ways and thus might lead to impaired performance. In example (a), the modifier "repeat the following 3 times" has an unclear scope, resulting in two possible interpretations shown in program format on the right side; in example (b), "repeat 4 times" can be used to modify either the previous part of the description or the latter part of it, resulting in ambiguity; in example (c), the last sentence starting with "If" has unclear scope. In all of the above cases, a model that learns to execute instructions presented in natural language format might fail to execute the instructions successfully because of the ambiguity of the language instructions.

### 7.7.5.7 Hyperparameters

We use the following hyperparameters to train A2C agents for our model and all the end-to-end learning models: learning rate: $1 \times 10^{-3}$, number of environment: 64, number of workers: 64, and number of update roll-out steps: 5.

### 7.7.5.8 Computational Resources

We train all our models on a single Nvidia Titan-X GPU, in a 40 core Ubuntu 16.04 Linux server.
Figure 7.11: Program set statistics for training set (train).

Figure 7.12: Program set statistics for same complexity testing set (test).
Figure 7.13: Program set statistics for more complex testing set (*test-complex*).
Chapter 8

Learning to Compose Skills

8.1 Introduction

While humans are capable of learning complex tasks by reusing previously learned skills, composing and mastering complex skills are not as trivial as sequentially executing those acquired skills. Instead, it requires a smooth transition between skills since the final pose of one skill may not be appropriate to initiate the following one. For example, scoring in basketball with a quick shot after receiving a ball can be decomposed into catching and shooting. However, it is still difficult for beginners who have learned to catch passes and statically shoot. To master this skill, players must practice adjusting their footwork and body into a comfortable shooting pose after catching a pass.

Can machines similarly learn new and complex tasks by reusing acquired skills and learning transitions between them? Learning to perform composite and long-term tasks from scratch requires extensive exploration and sophisticated reward design, which can introduce undesired behaviors [250]. Thus, instead of employing intricate reward functions and learning from scratch, modular methods sequentially execute acquired skills with a rule-based meta-policy, enabling machines to solve complicated tasks [222, 201, 11]. These modular approaches assume that a task can be clearly decomposed into several subtasks which are smoothly connected to each other. In other words, an ending state of one subtask falls within the set of starting states, \textit{initiation set}, of the next subtask [291]. However, this assumption does not hold in many
continuous control problems where a given skill may be executed in starting states not considered during training or designing and thus, fail to achieve its goal.

To bridge the gap between skills, we propose a transition policy which learns to smoothly navigate from an ending state of a skill to suitable initial states of the following skill, as illustrated in Figure 8.1. However, learning a transition policy between skills without reward shaping is difficult as the only available learning signal is the sparse reward for the successful execution of the next skill. Sparse success/failure reward is challenging to learn from due to the temporal credit assignment problem [292] and the lack of information from failing trajectories. To alleviate these problems, we propose a proximity predictor which outputs the proximity to the initiation set of the next skill and acts as a dense reward function for the transition policy.

The main contributions of this paper include (1) the concept of learning transition policies to smoothly connect primitive skills; (2) a novel modular framework with transition policies that is able to compose complex skills by reusing existing skills; and (3) a joint training algorithm with the proximity predictor specifically designed for efficiently training transition policies. This framework is suited for learning complex skills that require sequential execution of acquired primitive skills, which are common for humans yet relatively unexplored in robot learning. Our experiments on simulated environments demonstrate that employing transition policies solves complex continuous control tasks which traditional policy gradient methods struggle at.

8.2 Related Work

Learning continuous control of diverse behaviors in locomotion [190, 111, 228] and robotic manipulation [91] is an active research area in reinforcement learning (RL). While some complex tasks can be solved through extensive reward engineering [209], undesired behaviors often emerge [250] when tasks require several different primitive skills. Moreover, training complex skills from scratch is not computationally practical.
Good initial states for $p_{walk}$

Bad initial states for $p_{walk}$

$\text{Transition policy execution}$

**Figure 8.1: Concept of a transition policy.** Composing complex skills using primitive skills requires smooth transitions between primitive skills since a following primitive skill might not be robust to ending states of the previous one. In this example, the ending states (red circles) of the primitive policy $p_{jump}$ are not good initial states to execute the following policy $p_{walk}$. Therefore, executing $p_{walk}$ from these states will fail (red arrow). To smoothly connect the two primitive policies, we propose a transition policy which navigates an agent to suitable initial states for $p_{walk}$ (dashed arrow), leading to a successful execution of $p_{walk}$ (green arrow).

Real-world tasks often require diverse behaviors and longer temporal dependencies. In hierarchical reinforcement learning, the option framework [291] learns meta actions (options), a series of primitive actions over a period of time. Typically, a hierarchical reinforcement learning framework consists of two components: a high-level meta-controller and low-level controllers. A meta-controller determines the order of subtasks to achieve the final goal and chooses corresponding low-level controllers that generate a sequence of primitive actions. Unsupervised approaches to discover meta actions have been proposed [260, 56, 20, 309, 66, 164, 84, 248, 184]. However, to deal with more complex tasks, additional supervision signals [11, 190, 299] or pre-defined low-level controllers [148, 216] are required.

To exploit pre-trained modules as low-level controllers, neural module networks [12] have been proposed, which construct a new network dedicated to a given query using a collection of reusable modules. In the RL domain, a meta-controller is trained to follow instructions [216] and demonstrations [332], and support multi-level hierarchies [99]. In the robotics domain, Pastor et al. [222], Kober et al. [142], and Mülling et al. [201] have proposed a modular approach that learns table tennis by selecting appropriate low-level controllers. On the other hand, Andreas, Klein, and Levine [11] and Frans et al. [84] learn abstract skills while experiencing a distribution of tasks and then solve a new task with the learned primitive skills. However, these modular approaches result in undefined behavior when two skills are not smoothly
connected. Our proposed framework aims to bridge this gap by training transition policies in a model-free manner to navigate the agent from unseen states for following skills to suitable initial states.

Deep RL techniques for continuous control demand dense reward signals; otherwise, they suffer from long training time. Instead of manual reward shaping for denser reward, adversarial reinforcement learning [114, 190, 323, 21] employs a discriminator which learns to judge the state or the policy, and the policy takes as rewards the output of the discriminator. While those methods assume ground truth trajectories or goal states are given, our method collects both success and failure trajectories online to train proximity predictors which provide rewards for transition policies.

8.3 Approach

In this paper, we address the problem of solving a complex task that requires sequential composition of primitive skills given only sparse and binary rewards (i.e. subtask completion reward). The sequential execution of primitive skills fails when two consecutive skills are not smoothly connected. We propose a modular framework with transition policies that learn to make transition between one policy to the subsequent policy, and therefore, can exploit the given primitive skills to compose complex skills. To
accelerate training of transition policies, additional networks, proximity predictors, are jointly trained to provide proximity rewards as intermediate feedback to transition policies. In Section 8.3.2, we describe our framework in details. Next, in Section 8.3.3, we elaborate how transition policies are efficiently trained with induced proximity reward.

8.3.1 Preliminaries

We formulate our problem as a Markov decision process defined by a tuple \( \{ \mathcal{S}, \mathcal{A}, \mathcal{T}, R, \rho, \gamma \} \) of states, actions, transition probability, reward, initial state distribution, and discount factor. An action distribution of an agent is represented as a policy \( \pi_\theta(a_t|s_t) \), where \( s_t \in \mathcal{S} \) is a state, \( a_t \in \mathcal{A} \) is an action at time \( t \), and \( \theta \) are the parameters of the policy. An initial state \( s_0 \) is randomly sampled from \( \rho \), and then, an agent iteratively takes an action \( a_t \) sampled from a policy \( \pi_\theta(a_t|s_t) \) and receives a reward \( r_t \) until the episode ends. The performance of the agent is evaluated based on a discounted return \( R = \sum_{t=0}^{T-1} \gamma^t r_t \), where \( T \) is the episode horizon.

8.3.2 Modular Framework with Transition Policies

To learn a new task given primitive skills \( \{ p_1, p_2, \ldots, p_n \} \), we design a modular framework that consists of the following components: a meta-policy, primitive policies, and transition policies. The meta-policy chooses a primitive skill \( p_c \) to execute at the beginning and whenever the primitive skill is terminated. Prior to running \( p_c \), the transition policy for \( p_c \) is executed to bring the current state to a plausible initial state for \( p_c \), and therefore, \( p_c \) can be successfully performed. This procedure is repeated to compose complex skills as illustrated in Figure 8.2 and Algorithm 5.

We denote the meta-policy as \( \pi_{\text{meta}}(p_c|s) \), where \( c \in [1, n] \) is a primitive policy index. The observation of the meta-policy contains the low-level information of primitives and task specifications indicating high-level goals (e.g. moving direction and target object position). For example, a walking primitive only
takes joint information as observation while the meta-policy additionally takes target direction. In this 
paper, we use a rule-based meta-policy and focus on transitioning between consecutive primitive policies.

Once a primitive skill \( p_c \) is chosen to be executed, the agent generates an action \( a_t \sim \pi_{p_c}(a|s_t) \) based 
on the current state \( s_t \). Note that we did not differentiate state spaces for primitive polices because of the 
simplicity of notations (e.g. the observation of the jumping primitive contains a distance to a curb while 
that of the walking primitive only has joint pose and velocities). Every primitive policy is required to 
generate termination signals \( \tau_{p_c} \in \{\text{continue, success, fail}\} \) to indicate policy completion and whether it 
believes the execution is successful or not. While our method is agnostic to the form of primitive policies 
(e.g. rule-based, inverse kinematics), we consider the case of a pre-trained neural network in this paper.

For smooth transitions between primitive policies, we add a transition policy \( \pi_{\phi_c}(a|s) \) before executing 
primitive skill \( p_c \), which guides an agent to \( p_c \)’s initiation set, where \( \phi_c \) is the parameters of the transition 
policy for \( p_c \). Note that the transition policy for \( p_c \) is shared across different preceding primitive policies 
since a successful transition is defined by the success of the following primitive skill \( p_c \). For brevity of 
notation, we omit the primitive policy index \( c \) in the following equations where unambiguous. The transition 
policy’s state and action space are the same as the primitive policy’s. The transition policy also learns a 
termination signal \( \tau_{\text{trans}} \) which indicates transition termination to successfully initiate \( p_c \). Our framework 
contains one transition policy for each primitive skill, in total \( n \) transition policies \( \{\pi_{\phi_1}, \pi_{\phi_2}, \ldots, \pi_{\phi_n}\} \).

8.3.3 Training Transition Policies

In our framework, transition policies are trained to make the execution of the corresponding following 
primitive policies successful. During rollouts, transition trajectories are collected and each trajectory can be 
naively labeled by the success execution of its corresponding primitive policy. Then, transition policies are 
trained to maximize the average success of the respective primitive policy. In this scenario, by definition, the
only available learning signal for the transition policies is the sparse and binary rewards for the completion of the next task.

To alleviate the sparsity of rewards and maximize the objective of moving to viable initial states for the next primitive, we propose a proximity predictor that learns and provides a dense reward, dubbed proximity reward, of how close transition states are to the initiation set of the corresponding primitive $p_c$ as shown in Figure 8.3. We denote a proximity predictor as $P_{\omega_c}$ which is parameterized by $\omega_c$. We define the proximity of a state as the future discounted proximity, $v = \delta^{step}$, where step is the number of steps required to reach an initiation set of the following primitive policy. The proximity of a state can also be a linearly discounted function such as $v = 1 - \delta \cdot step$. We refer the readers to Appendix Section 8.6 for comparison of two proximity functions.

The proximity predictor is trained to minimize a mean squared error of proximity prediction:

$$L_{P}(\omega, \mathcal{B}^S, \mathcal{B}^F) = \frac{1}{2} \mathbb{E}_{(s,v) \sim \mathcal{B}^S} [(P_{\omega}(s) - v)^2] + \frac{1}{2} \mathbb{E}_{s \sim \mathcal{B}^F} [P_{\omega}(s)^2],$$  \hspace{1cm} (8.1)
where $B^S$ and $B^F$ are collections of states from success and failure transition trajectories, respectively. To estimate the proximity to an initiation set, $B^S$ contains not only the state that directly leads to the success of the following primitive policy, but also the intermediate states of the successful trajectories with its proximity. By minimizing this objective, given a state, the proximity predictor is learned to predict 1 if the state is in the initiation set, a value that is between $0$ and $1$ if the state leads the agent to end up with a desired initial states, and $0$ when the state leads to a failure.

The goal of a transition policy is to get close to an initiation set which can be formulated as seeking a state $s$ predicted to be in the initiation set by the proximity predictor (i.e. $P_\omega(s)$ is close to 1). To achieve this goal, the transition policy learns to maximize proximity prediction at the ending state of the transition trajectory $P_\omega(s_T)$. In addition to providing reward at the end, we also use the increase of predicted proximity to the initiation set, $P_\omega(s_{t+1}) - P_\omega(s_t)$, at every timestep as a reward, dubbed proximity reward, to create a denser reward. The transition policy is trained to maximize the expected discounted return:

$$R_{\text{trans}}(\phi) = \mathbb{E}_{(s_0, s_1, \ldots, s_T) \sim \pi_\phi} \left[ \gamma^T P_\omega(s_T) + \sum_{t=0}^{T-1} \gamma^t (P_\omega(s_{t+1}) - P_\omega(s_t)) \right].$$  

However, in general skill learning scenarios, ground truth states ($B^S$ and $B^F$) for training proximity predictors are not available. Hence, the training data for a proximity predictor is obtained online during training its corresponding transition policy. Specifically, we label the states in a transition trajectory as success or failure based on whether the following primitive is successfully executed or not, and add them into the corresponding buffers $B^S$ or $B^F$, respectively. As stated in Algorithm 4, we train transition policies and proximity predictors by alternating between an Adam [140] gradient step on $\omega$ to minimize Equation (8.1) with respect to $P_\omega$ and a PPO [265] step on $\phi$ to maximize Equation (8.2) with respect to $\pi_\phi$. We refer readers to Appendix Section 8.6 for further details on training.
In summary, we propose to compose complex skills with transition policies that enable smooth transition between previously acquired primitive policies. Specifically, we propose to reward transition policies based on how close the current state is to suitable initial states of the subsequent policy (i.e. initiation set). To provide the proximity of a state, we collect failing and successful trajectories on the fly and train a proximity predictor to predict the proximity.

Utilizing the learned proximity predictors and proximity rewards for training transition policies is beneficial in the following perspectives: (1) the dense rewards speed up transition policy training by differentiating failing states from states in a successful trajectory; and (2) the joint training mechanism prevents a transition policy from getting stuck in local optima. Whenever a transition policy gets into a local optimum (i.e. fails the following skill with a high proximity reward), the proximity predictor learns to lower the proximity for the failing transition as those states are added to its failure buffer, escaping the local optimum.

### 8.4 Experiments

We conducted experiments on two classes of continuous control tasks: robotic manipulation and locomotion. To illustrate the potential of the proposed framework, modular framework with Transition Policies (TP), we designed a set of complex tasks that require agents to utilize diverse primitive skills which are not optimized for smooth composition. All of our environments are simulated in the MuJoCo physics engine [300].

#### 8.4.1 Baselines

We evaluate our method to answer how transition policies benefit complex task learning and how joint training with proximity predictors boosts training of transition policies. To investigate the impact of the transition policy, we compared policies learned from dense rewards with our modular framework that only learns from sparse and binary rewards (i.e. subtask completion rewards). Moreover, we conducted ablation
Figure 8.4: Tasks and success count curves of our model (blue), TRPO (purple), PPO (magenta), and transition policies (TP) trained on task reward (green) and sparse proximity reward (yellow). Our model achieves the best performance and convergence time. Note that TRPO and PPO are trained 5 times longer than ours with dense rewards since TRPO and PPO do not have primitive skills and learn from scratch. In the success count curves, different temporal scales are used for TRPO and PPO (bottom x-axis) and ours (top x-axis).

studies to dissect each component in the training method of transition polices. To answer these questions, we compare the following methods:

- **Trust Region Policy Optimization with dense reward (TRPO)** represents a state-of-the-art policy gradient method [264], which we use for the standard RL comparison.

- **Proximal Policy Optimization with dense reward (PPO)** is another state-of-the-art policy gradient method [265], which is more stable than TRPO with smaller batch sizes.
• **Without transition policies (Without-TP)** sequentially executes primitive policies without transition policies and has no learnable components.

• **Transition policies trained on task rewards (TP-Task)** represents a modular network augmented with transition policies learned from the sparse and binary reward (\textit{i.e.} subtask completion reward), whereas our model learns from the dense proximity reward.

• **Transition policies trained on sparse proximity rewards (TP-Sparse)** is a variant of our model which has the proximity reward only at the end of the transition trajectory. In contrast, our model learns from dense proximity rewards generated every timestep.

• **Transition policies trained on dense proximity rewards (TP-Dense, Ours)** is our final model where transition policies learn from dense proximity rewards.

Initially, we tried comparing baseline methods with our method using only sparse and binary rewards. However, the baselines could not solve any of the tasks due to the complexity and sparse reward of the environments. To provide more competitive comparisons, we engineer dense rewards for baselines (TRPO and PPO) to boost their performance and give baselines 5 times longer training times. We show that transitions with sparse rewards can compete with and even outperform baselines learning from dense rewards. As the performance of TRPO and PPO varies significantly between runs, we train each task with 3 different random seeds and report mean and standard deviation in Figure 8.4.

### 8.4.2 Robotic Manipulation

For robotic manipulation, we simulate a Kinova Jaco, a 9 DoF robotic arm with 3 fingers. The agent receives full state information, including the absolute location of external objects. The agent uses joint torque control to perform actions. The results are shown in Figure 8.4 and Table 8.1.

**Pre-trained primitives.** There are four pre-trained primitives available: **Picking up**, **Catching**, **Tossing**, and **Hitting**. **Picking up** requires the robotic arm to pick up a small block, which is randomly placed on the
Table 8.1: Success count for robotic manipulation, comparing our method against baselines with or without transition policies (TP). Our method achieves the best performance over both RL baselines and the ablated variants. Each entry in the table represents average success count and standard deviation over 50 runs with 3 random seeds.

<table>
<thead>
<tr>
<th>Reward</th>
<th>Repetitive picking up</th>
<th>Repetitive catching</th>
<th>Serve</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRPO</td>
<td>0.69 ± 0.46</td>
<td>4.54 ± 1.21</td>
<td>0.32 ± 0.47</td>
</tr>
<tr>
<td>PPO</td>
<td>0.95 ± 0.53</td>
<td>4.26 ± 1.63</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>Without TP</td>
<td>0.99 ± 0.08</td>
<td>1.00 ± 0.00</td>
<td>0.11 ± 0.32</td>
</tr>
<tr>
<td>TP-Task</td>
<td>0.99 ± 0.08</td>
<td>4.87 ± 0.58</td>
<td>0.05 ± 0.21</td>
</tr>
<tr>
<td>TP-Sparse</td>
<td>1.52 ± 1.12</td>
<td>4.88 ± 0.59</td>
<td><strong>0.92 ± 0.27</strong></td>
</tr>
<tr>
<td>TP-Dense (ours)</td>
<td><strong>4.84 ± 0.63</strong></td>
<td><strong>4.97 ± 0.33</strong></td>
<td><strong>0.92 ± 0.27</strong></td>
</tr>
</tbody>
</table>

If the box is not picked up after a certain amount of time, the agent fails. Catching learns to catch a block that is thrown towards the arm with random initial position and velocity. The agent fails if it does not catch and stably hold the box for a certain amount of time. Tossing requires the robot to pick up a box, toss it vertically in the air, and land the box at a specified position. Hitting requires the robot to hit a box dropped overhead at a target ball.

**Repetitive picking up.** The Repetitive picking up task requires the agent to complete the Picking up task 5 times. After each successful pick, the box disappears and a new box will be placed randomly on the table again. Our model achieves the best performance and converges the fastest by learning from the proposed proximity reward. With our dense proximity reward at every transition step, we alleviate credit assignment when compared to providing a sparse proximity reward (TP-Sparse) or using a sparse task reward (TP-Task). Conversely, TRPO and PPO with dense rewards take significantly longer to learn and is unable to pick up the second box as the ending pose after the first picking up is too unstable to initialize the next picking up.

**Repetitive catching.** Similar to Repetitive picking up, the Repetitive catching task requires the agent to catch boxes consecutively up to 5 times. In this task, other than the modular network without a transition
policy, all baselines are able to eventually learn while our model still learns the fastest. We believe this is because the Catching primitive policy has a larger initiation set and therefore, the sparse reward problem is less severe since random exploration is able to succeed with a higher chance.

**Serve.** Inspired by tennis, Serve requires the robot to toss the ball and hit it at a target. Even with an extensively engineered reward, TRPO and PPO baselines fail to learn because Hitting is not able to learn to cover all terminal states of Tossing (i.e. a set of initial states for Hitting is large which demands longer training time). In contrast, learning to recover from Tossing’s ending states to Hitting’s initiation set is easier for exploration (11% of Tossing’s ending states are covered by Hitting’s initiation set as can be seen in Table 8.1), which reduces the complexity of the task. Thus, our method and the sparse proximity reward baseline are both able to solve it. However, the ablated variant trained on task reward shows high success rates at the beginning of training and collapses after 100 iterations. The performance drops because the transition policy tries to solve failure cases by increasing the transition length and it reaches to a point that it hardly gets reward. This result shows that once the policy falls into local optima, it is not able to escape because the policy will never get a sparse task reward. On the other hand, our method is robust to local optima since the jointly learned dense proximity reward provides a learning signal to an agent even though it cannot get a task reward.

**8.4.3 Locomotion**

For locomotion, we simulate a 9 DoF planar (2D) bipedal walker. The observation of the agent includes joint position, rotation, and velocity. When the agent needs to interact with objects in the environment, we provide additional input such as distance to the curb and ceiling in front of the agent. The agent uses joint torque control to perform actions. The results are shown in Figure 8.4 and Table 8.2.

**Pre-trained primitives.** Forward and Backward require the walker to walk forward and backward with a certain velocity, respectively. Balancing requires the walker to robustly stand still under the random
Table 8.2: Success count for locomotion, comparing our method against baselines with or without transition policies (TP). Our method outperforms all baselines in Patrol and Obstacle course. In Hurdle, the reward function for TRPO was extensively engineered, which is not directly comparable to our method. Our method outperforms baselines learning from sparse reward, showing the effectiveness of the proposed proximity predictor. Each entry in the table represents average success count and standard deviation over 50 runs with 3 random seeds.

<table>
<thead>
<tr>
<th>Reward</th>
<th>Patrol</th>
<th>Hurdle</th>
<th>Obstacle course</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRPO dense</td>
<td>1.37 ± 0.52</td>
<td>4.13 ± 1.54</td>
<td>0.98 ± 1.09</td>
</tr>
<tr>
<td>PPO dense</td>
<td>1.53 ± 0.53</td>
<td>2.87 ± 1.92</td>
<td>0.85 ± 1.07</td>
</tr>
<tr>
<td>Without TP sparse</td>
<td>1.02 ± 0.14</td>
<td>0.49 ± 0.75</td>
<td>0.72 ± 0.72</td>
</tr>
<tr>
<td>TP-Task sparse</td>
<td>1.69 ± 0.63</td>
<td>1.73 ± 1.28</td>
<td>1.08 ± 0.78</td>
</tr>
<tr>
<td>TP-Sparse sparse</td>
<td>2.51 ± 1.26</td>
<td>1.47 ± 1.53</td>
<td>1.32 ± 0.99</td>
</tr>
<tr>
<td>TP-Dense (Ours) sparse</td>
<td><strong>3.33 ± 1.38</strong></td>
<td><strong>3.14 ± 1.69</strong></td>
<td><strong>1.90 ± 1.45</strong></td>
</tr>
</tbody>
</table>

external forces. Jumping requires the walker jump over a randomly located curb and land safely. Crawling requires the walker to crawl under a ceiling. In all the aforementioned scenarios, the walker fails when the height of the walker is lower than a threshold.

**Patrol (Forward and backward).** The Patrol task involves walking forward and backward toward goal points on either side and balancing in between to smoothly change its direction. As illustrated in Figure 8.4, our method consistently outperforms TRPO, PPO, and ablated baselines in stably walking forward and transitioning to walk backward. The agent trained with dense rewards is not able to consistently switch directions, whereas our model can utilize previously learned primitives including Balancing to stabilize a reversal in velocity.

**Hurdle (Walking forward and jumping).** The Hurdle task requires the agent to walk forward and jump across curbs, which requires a transition between walking and jumping as well as landing the jump to walking forward. As shown in Figure 8.4, our method outperforms the sparse reward baselines, showing the efficiency our proposed proximity reward. While TRPO with dense rewards can learn this task as well, it requires dense rewards consisting of eight different components to collectively enable TRPO to learn the
task. It can be considered as learning both primitive skills and transition between skills from dense rewards. However, the main focus of this paper is to learn a complex task by reusing acquired skills, avoiding an extensive reward design.

Obstacle Course (Walking forward, jumping, and crawling). Obstacle Course is the most difficult among the locomotion tasks, where the walker must walk forward, jump across curbs, and crawl underneath ceilings. It requires three different behaviors and transitions between two very different primitive skills: crawling and jumping. Since the task requires significantly different behaviors that are hard to transition between, TRPO fails to learn the task and only tries to crawl toward the curb without attempting to jump. In contrast, our method learns to transition between all pairs of primitive skills and often succeeds in crossing multiple obstacles.

8.4.4 Ablation Study

We conducted additional experiments to understand the contribution of transition policies, proximity predictors, and dense proximity rewards. The modular framework without transition policies (Without-TP) tends to fail the execution of the second skill since the second skill is not trained to cover ending states of the first skill. Especially, in continuous control making a primitive skill that can cover all possible states is very challenging. Transition policies trained from task completion reward (TP-Task) and sparse proximity reward (TP-Sparse) learn to connect consecutive primitives slower because sparse reward is hard to learn from due to the credit assignment problem. On the other hand, our model alleviates the credit assignment problem and learns quickly by giving predicted proximity reward for every transition state-action pair.

8.4.5 Training of Transition Policy and Proximity Predictor

To investigate how transition polices learn to solve the tasks, we present the lengths of transition trajectories and the obtained proximity rewards during training in Figure 8.5. For manipulation, we show the results of
Figure 8.5: Average transition length and average proximity reward of transition trajectories over training on *Manipulation* (left) and *Patrol* (right).

*Repetitive picking up* and *Repetitive catching*. For locomotion, we show *Patrol* with three different transition policies.

The transition policy quickly learns to maximize the proximity reward regardless of the accuracy of the proximity predictor. All the transition policies increase the length while exploring in the beginning, especially for *picking up* (55 steps) and *balance* (45 steps). This is because a randomly initialized proximity predictor outputs high proximity for unseen states and a transition policy tries to get a high reward by visiting these states. However, as these failing initial states with high proximity are collected in the failure buffers, the proximity predictor lowers their proximity and the transition policy learns to avoid them. In other words, the transition policy will end up seeking successful states. As transition policies learn to transition to the following skills, the length decreases to get higher proximity rewards earlier.

### 8.4.6 Visualizing Transition Trajectory

Figure 8.6(a) shows two transition trajectories (from $s_0$ to $t_0$ and $s_1$ to $t_1$) and two-dimensional PCA embedding of the ending states (blue) and initiation states (red) of the *Picking up* primitive. A transition policy starts from states $s_0$ and $s_1$ where the previous *Picking up* primitive is terminated. As can be seen in Figure 8.6(a), the proximity predictor outputs small values for $s_0$ and $s_1$ since they are far from the initiation set of *Picking up* primitive. Trajectories in the figure show that as the transition policy moves...
Figure 8.6: Visualization of transition trajectories of (a) Repetitive picking up and (b) Patrol. Top and Bottom rows: contain rendered frames of transition trajectories. Middle row: contains states extracted from each primitive skill execution projected onto PCA space. The dots connected with lines are extracted from the same transition trajectory, where the marker color indicates the proximity prediction $P(s)$. A higher $P(s)$ value indicates proximity to states suitable for initializing the next primitive skill. Left: two picking up transition trajectories demonstrate that the transition policy learns to navigate from terminate states $s_0$ and $s_1$ to $t_0$ and $t_1$. Right: the forward to balance transition moves between the forward and balance state distributions and the balance to backward transition moves from the balancing states close to the backward states.

toward states with higher proximity, and finally ends up with states $t_0$ and $t_1$ which are in the initiation set of the primitive policy.

Figure 8.6(b) illustrates PCA embeddings of initiation sets of three primitive skills, Forward (green), Backward (orange), and Balancing (blue). A transition from Forward to Balancing has very long trajectory, but predicted proximity helps the transition policy to reach to an initiation state $t_0$. On the other hand, transitioning between Balancing and Backward only requires 7 steps.
8.5 Conclusion

In this work, we propose a modular framework with transition policies to empower reinforcement learning agents to learn complex tasks with sparse reward by utilizing prior knowledge. Specifically, we formulate the problem as executing existing primitive skills while smoothly transitioning between primitive skills. To learn transition polices in a sparse reward setting, we propose a proximity predictor which generates dense reward signals and jointly train transition policies and proximity predictors. Our experimental results on robotic manipulation and locomotion tasks demonstrate the effectiveness of employing transition policies. The proposed framework solves complex tasks without reward shaping and outperforms baseline RL algorithms and other ablated baselines.

There are many future directions to investigate. Our method is designed to focus on acquiring transition policies that connect a given set of primitive policies under the predefined meta-policy. We believe that joint learning of a meta-policy and transition policies on a new task would make our framework more flexible. Moreover, we made an assumption that a successful transition between two consecutive policies should be achievable by random exploration. To alleviate the exploration problem with sparse rewards, our transition policy training can incorporate exploration methods such as count-based exploration bonuses [27, 187] and curiosity-driven intrinsic reward [224]. We also assume our primitive policies return a signal that indicates whether the execution should be terminated or not, similar to Kulkarni et al. [148], Oh et al. [216], and Le et al. [156]. Learning to assess the successful termination of primitive policies together with learning transition policies is a promising future direction.
8.6 Appendix

8.6.1 Acquiring Primitive Policies

The modular framework proposed in this paper allows a primitive policy to be any of a pre-trained neural network, inverse kinematics module, or hard-coded policy. In this paper, we use neural networks trained with TRPO [264] on dedicated environments as primitive policies (see Section 8.6.3 for the details of environments and reward functions). All policy networks we used consists of 2 layers of 32 hidden units with tanh nonlinearities and predicts the mean and standard deviation of a Gaussian distribution over an action space. We trained all primitive policies until the total return converged (up to 10,000 iterations).

Given a state, a primitive policy outputs an action as well as a termination signal indicating whether the execution is done and if the skill was successfully performed (see Section 8.6.3 for details on primitive skills and termination conditions).

8.6.2 Training Details

8.6.2.1 Implementation Details

For the TRPO and PPO implementation, we used OpenAI baselines [64] with default hyperparameters including learning rate, KL penalty, and entropy coefficients unless specified below.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Transition policy</th>
<th>Proximity predictor</th>
<th>Primitive policy</th>
<th>TRPO</th>
<th>PPO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>1e-4</td>
<td>1e-4</td>
<td>1e-3 (for critic)</td>
<td>1e-3 (for critic)</td>
<td>1e-4</td>
</tr>
<tr>
<td># Mini-batch</td>
<td>150</td>
<td>150</td>
<td>32</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>Mini-batch size</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Learning rate decay</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>linear decay</td>
</tr>
</tbody>
</table>

Table 8.3: Hyperparameter values for transition policy, proximity predictor, and primitive policy as well as TRPO and PPO baselines.
For all networks, we use the Adam optimizer with mini-batch size of 64. We use 4 workers for rollout and parameter update. The size of rollout for each update is 10,000 steps. We limit the maximum length of a transition trajectory as 100.

### 8.6.2.2 Replay Buffers

A success buffer $B^S$ contains states and their proximity to the corresponding initiation set in successful transitions. On the other hand, a failure buffer $B^F$ contains states in failure transitions. Both the two buffers are FIFO (i.e. new items are added on one end and once a buffer is full, a corresponding number of items are discarded from the opposite end). For all experiments, we use buffers, $B^S$ and $B^F$, with a capacity of one million states.

For efficient training of the proximity predictors, we collect successful trajectories of primitive skills which can be sampled during the training of primitive skills. We run 1,000 episodes for each primitive and put the first 10 - 20% in trajectories into the success buffer as an initiation set. While initiation sets can be discovered via random exploration, we found that this initialization of success buffers improves the efficiency of training by providing initial training data for the proximity predictors.

### 8.6.2.3 Proximity Reward

Transition policies receive rewards based on the outputs of proximity predictors. Before computing the reward at every time step, we clip the output of the proximity predictor $P$ by \( \text{clip}(P(s), 0, 1) \) which indicates how close the state $s$ is to the initiation set of the following primitive (higher values correspond to closer states). We define the proximity of a state to an initiation set as an exponentially discounted function $\delta^{\text{step}}$, where $\text{step}$ is the shortest number of timesteps required to get to a state in the initiation set. We use $\delta = 0.95$ for all experiments. To make the reward denser, for every timestep $t$, we provide the increase in proximity, $P(s_{t+1}) - P(s_t)$, as a reward for transition policy.
Figure 8.7: Success count curves of our model with exponentially discounted proximity function and linearly discounted proximity function over training on **Obstacle course** (left) and **Repetitive catching** (right).

Using a linearly discounted proximity function, \(1 - \delta \cdot \text{step}\), is also a valid choice. We compare the two proximity functions on a manipulation task (**Repetitive catching**) and a locomotion task (**Obstacle course**), as shown in Figure 8.7, where \(\delta\) for exponential decay and linear decay are 0.95 and 0.01, respectively. The results demonstrate that our model is able to learn well with both proximity functions and they perform similarly.

Originally, we opted for the exponential proximity function with the intuition that the faster initial decay near the initiation set would help the policy discriminate successful states from failing states near the initiation set. Also, in our experiments, as we use 0.95 as a decaying factor, the proximity is still reasonably large (e.g., 0.35 for 20 time-steps and 0.07 for 50 time-steps). In this paper, we use the exponential proximity function for all experiments.

### 8.6.2.4 Proximity Predictor

A proximity predictor takes a state as input which includes joint state information, joint acceleration, and any task specification, such as ceiling and curb information. A proximity predictor consists of 2 fully connected layers of 96 hidden units with ReLU nonlinearities and predicts the proximity to the initiation
set based on the states sampled from the success and failure buffers. Each training iteration consists of 10 epochs over a batch size of 64 and use a learning rate of $10^{-4}$. The predictor optimizes the loss in Equation (8.1), similar to the LSGAN loss [186].

8.6.2.5 Transition Policies

An observation space of a transition policy consists of joint state information and joint acceleration. A transition policy consists of 2 fully connected layers of 32 hidden units with tanh nonlinearities and predicts the mean and standard deviation of a Gaussian distribution over an action space. A 2-way softmax layer is followed by the last fully connected layer to predict whether to terminate the current transition or not. We train all transition policies using PPO [265] since PPO is robust on smaller batch sizes and the transition states collected for each update is much smaller than the size of a rollout. Each training iteration consists of 5 epochs over a batch.

### Algorithm 4 Train

1: **Input**: Primitive polices {$\pi_{p_1}, ..., \pi_{p_n}$}.

2: Initialize success buffers {$B^S_1, ..., B^S_n$} with successful trajectories of primitive policies.

3: Initialize failure buffers {$B^F_1, ..., B^F_n$}.

4: Randomly initialize parameters of transition policies {$\phi_1, ..., \phi_n$} and proximity predictors {$\omega_1, ..., \omega_n$}.

5: **repeat**

6: Initialize rollout buffers {$R_1, ..., R_n$}.

7: Collect trajectories using ROLLOUT.

8: **for** $i = 1$ **to** $n$ **do**

9: Update $P_{\omega_i}$ to minimize Equation (8.1) using $B^S_i$ and $B^F_i$.

10: Update $\pi_{\phi_i}$ to maximize Equation (8.2) using $R_i$.

11: **end for**

12: **until** convergence
Algorithm 5 Rollout

1: **Input:** Meta policy $\pi_{\text{meta}}$, primitive policies $\{\pi_{p_1}, \ldots, \pi_{p_n}\}$, transition policies $\{\pi_{\phi_1}, \ldots, \pi_{\phi_n}\}$, and proximity predictors $\{P_{\omega_1}, \ldots, P_{\omega_n}\}$.

2: Initialize an episode and receive initial state $s_0$.

3: $t \leftarrow 0$

4: while episode is not terminated do

5: \hspace{1em} $c \sim \pi_{\text{meta}}(s_t)$

6: Initialize a rollout buffer $B$.

7: while episode is not terminated do

8: \hspace{2em} $a_t, \tau_{\text{trans}} \sim \pi_{\phi_c}(s_t)$

9: \hspace{2em} Terminate the transition policy if $\tau_{\text{trans}} = \text{terminate}$.

10: \hspace{2em} $s_{t+1}, \tau_{\text{env}} \leftarrow \text{ENV}(s_t, a_t)$

11: \hspace{2em} $r_t \leftarrow P_{\omega_c}(s_{t+1}) - P_{\omega_c}(s_t)$

12: \hspace{2em} Store $(s_t, a_t, r_t, \tau_{\text{env}}, s_{t+1})$ in $B$

13: \hspace{1em} $t \leftarrow t + 1$

14: end while

15: while episode is not terminated do

16: \hspace{2em} $a_t, \tau_{p_c} \sim \pi_{p_c}(s_t)$

17: \hspace{2em} Terminate the primitive policy if $\tau_{p_c} \neq \text{continue}$.

18: \hspace{2em} $s_{t+1}, \tau_{\text{env}} \leftarrow \text{ENV}(s_t, a_t)$

19: \hspace{1em} $t \leftarrow t + 1$

20: end while

21: Compute the discounted proximity $v$ of each state $s$ in $B$.

22: Add pairs of $(s, v)$ to $B_c^S$ or $B_c^F$ according to $\tau_{p_c}$.

23: Add $B$ to the rollout buffer $R_c$.

24: end while
8.6.2.6 Scalability

Each sub-policy requires its corresponding transition policy, proximity predictor, and two buffers. Hence, both the time and memory complexities of our method are linearly dependent on the number of sub-policies. The memory overhead is affordable since a transition policy (2 layers of 32 hidden units), a proximity predictor (2 layers of 96 hidden units), and replay buffers (1M states) are small.

8.6.3 Environment Descriptions

For every task, we add a control penalty, \(-0.001 \times |a|^2\), to regularize the magnitude of actions where \(a\) is a torque action performed by an agent. Note that all measures are in meters, and we omit the measures here for clarity of the presentation.

8.6.3.1 Robotic Manipulation

In object manipulation tasks, a 9-DOF Jaco robotic arm\(^1\) is used as an agent and a cube with the side length 0.06 m is used as a target object. We follow the tasks and environment settings proposed in Ghosh et al. [91]. The observation consists of the position of the base of the Jaco arm, joint angles, angular velocities as well as the position, rotation, velocity, and angular velocity of the cube. The action space is a torque control on 9 joints.

Reward Design and Termination Condition

**Picking up:** In the *Picking up* task, the position of the box is randomly initialized within a square region of size 0.1 m \(\times\) 0.1 m with a center (0.5, 0.2). There is an initial guide reward to guide the arm to the box. There is also an over reward to guide the hand directly over the box. When the arm is not picking up the box, there is a pick reward to incentivize the arm to pick the box up. There is an additional hold reward that makes the arm hold the box in place after picking up. Finally, there is a success reward given after the

\(^1\)http://www.mujoco.org/forum/index.php?resources/kinova-arms.12/
arm has held the box for 50 frames. The success reward is scaled with number of timesteps to encourage the arm to succeed as quickly as possible.

\[ R(s) = \lambda_{guide} \cdot 1_{\text{Box not picked and Box on ground}} + \lambda_{pick} \cdot 1_{\text{Box in hand and not picked}} + \lambda_{hold} \cdot 1_{\text{Box picked and near hold point}} \]

\[ \lambda_{guide} = 2, \lambda_{pick} = 100, \lambda_{hold} = 0.1 \]

**Catching:** The position of the box is initialized at (0, 2.0, 1.5) and the directional force of size 110 is applied to throw the box toward the agent with randomness (0.1 m × 0.1 m).

\[ R(s) = 1_{\text{Box in air and Box within 0.06 of Jaco end-effector}} \]

**Tossing:** The box is randomly initialized on the ground at (0.4, 0.3, 0.05) within a 0.005 × 0.005 square region. A guide reward is given to guide the arm to the top of the box. A pick reward is then given to lift the box up to a specified release height. A release reward is given if the box is no longer in the hand. A stable reward is given to minimize variation in the box’s x and y direction. An up reward is given while the ball is traveling upwards in air, up until the box hits a specified z height. Finally, a success reward +100 is given based on the landing position of the box and the specified landing position.

**Hitting:** The box is randomly initialized overhead the arm at (0.4, 0.3, 1.2) within a 0.005 × 0.005 m square region. The box falls and the arm is given a hit reward +10 for hitting the box. Once the box has been hit, a target reward is given based on how close the box is to the target.

**Repetitive picking up:** The *Repetitive picking up* task has two reward variants. The sparse version gives a reward +1 for every successful pick. The dense reward version gives a guide reward to the box after each successful pick following the reward for the *Picking up* task.
Repetitive catching: The Repetitive catching task gives a reward +1 for every successful catch. For dense reward, it uses the same reward function with that of the Catching task.

Serve: The Serve task gives a toss reward +1 for a successful toss and a target reward +1 for successfully hitting the target. The dense reward setting provides the Tossing and Hitting reward according to box position.

8.6.3.2 Locomotion

A 9-DOF bipedal planar walker is used for simulating locomotion tasks. The observation consists of the position and velocity of the torso, joint angles, and angular velocities. The action space is torque control on the 6 joints.

Reward Design Different locomotion tasks share many components of reward design, such as velocity, stability, and posture. We use the same form of reward functions, but with different hyperparameters for each task. The basic form of the reward function is as following:

\[ R(s) = \lambda_{vel} \cdot \text{abs}(v_x - v_{target}) + \lambda_{alive} - \lambda_{height} \cdot \text{abs}(1.1 - \min(1.1, \Delta h)) + \lambda_{angle} \cdot \cos(angle) - \lambda_{foot}(v_{right\_foot} + v_{left\_foot}), \]

where \(v_x\), \(v_{right\_foot}\), and \(v_{left\_foot}\) are forward velocity, right foot angular velocity, left foot angular velocity; and \(\Delta h\) and \(angle\) are the distance between the foot and torso and the angle of the torso, respectively. The foot velocities help the agent to move its feet naturally. \(\Delta h\) and \(angle\) are used to maintain height of the torso and encourage an upright pose.

Forward: The Forward task requires the walker agent to walk forward for 20 meters. To make the agent robust, we apply a random force with arbitrary magnitude and direction to a randomly selected joint every 10 timesteps.
\( \lambda_{vel} = 2, \lambda_{alive} = 1, \lambda_{height} = 2, \lambda_{angle} = 0.1, \lambda_{foot} = 0.01, \) and \( v_{target} = 3 \)

**Backward:** Similar to *Forward*, the *Backward* task requires the walker to walk backward for 20 meters under random forces.

\( \lambda_{vel} = 2, \lambda_{alive} = 1, \lambda_{height} = 2, \lambda_{angle} = 0.1, \lambda_{foot} = 0.01, \) and \( v_{target} = -3 \)

**Balancing:** In the *Balancing* task, the agent learns to balance under strong random forces for 1000 timesteps. Similar to other tasks, the random forces are applied to a random joint every 10 timesteps, but with magnitude 5 times larger.

\( \lambda_{vel} = 1, \lambda_{alive} = 1, \lambda_{height} = 0.5, \lambda_{angle} = 0.1, \lambda_{foot} = 0, \) and \( v_{target} = 0 \)

**Crawling:** In the *Crawling* task, a ceiling of height 1.0 and length 16 is located in front of the agent, and the agent is required to crawl under the ceiling without touching it. If the agent touches the ceiling, we terminate the episode. The task can be completed when the agent passes a point 1.5 after the ceiling and the agent gets 100 additional reward.

\( \lambda_{vel} = 2, \lambda_{alive} = 1, \lambda_{height} = 0, \lambda_{angle} = 0.1, \lambda_{foot} = 0.01, \) and \( v_{target} = 3 \)

**Jumping:** In the *Jumping* task, a curb of height 0.4 and length 0.2 is located in front of the walker agent. The observation contains a distance to the curb in addition to the 17-dimensional joint information, where the distance is clipped by 3. The x location of the curb is randomly chosen from [2.5, 5.5]. In addition to the reward function above, it also gets an additional 100 reward for passing the curb and \( 200 \cdot v_y \) when
the agent passes the front, middle, and end slices of the curb, where \( v_y \) is y-velocity. If the agent touches the curb, the agent gets -10 penalty and the episode is terminated.

\[
\lambda_{vel} = 2, \lambda_{alive} = 1, \lambda_{height} = 2, \lambda_{angle} = 0.1, \lambda_{foot} = 0.01, \text{ and } v_{target} = 3
\]

**Patrol:** The *Patrol* task is repetitive running forward and backward between two goals at \( x = -2 \) and \( x = 2 \). Once the agent touches a goal, the target is changed to another goal and the sparse reward +1 is given. The dense reward alternates between the reward functions of *Forward* and *Backward*. The agent gets the reward of *Forward* when the agent is heading toward \( x = 2 \) and gets the reward of *Backward*, otherwise.

**Hurdle:** The *Hurdle* environment consists of 5 curbs positioned at \( x = \{8, 18, 28, 38, 48\} \) and requires repetitive walking and jumping behaviors. The position of each curb is randomized with a uniformly sampled value from \([-0.5, 0.5]\). The sparse reward +1 is given when the agent jumps over a curb (i.e. pass a point 1.5 after a curb).

The dense reward for *Hurdle* is same with *Jumping* and has 8 reward components to guide the agent to learn the desired behavior. By extensively designing dense rewards, it is possible to solve complex tasks. In comparison, our proposed method learns from sparse reward by re-using prior knowledge and doesn’t require reward shaping.

**Obstacle Course:** The *Obstacle Course* environment replaces two curbs in *Hurdle* with a ceiling of height 1.0 and length 3. The sparse reward +1 is given when the agent jumps over a curb or passes through a ceiling (i.e. pass a point 1.5 after a curb or a ceiling). The dense reward is alternating between *Jumping* before the curb and *Crawling* before the ceiling.

**Termination Signal** Locomotion tasks except *Crawling* fail if \( h < 0.8 \) and *Crawling* fails if \( h < 0.3 \). *Forward* and *Backward* tasks are considered as success when the walker reaches to the target or 5 in front.
of obstacles. *Balancing* task is considered successful when the agent does not fail for 50 timesteps. The agent succeeds on *Jumping* and *Crawling* if the agent passes the obstacles by a distance of 1.5.
Part V

Conclusion
Chapter 9

Conclusion

9.1 Summary

This dissertation describes a robot learning framework that is designed to allow robots to interpret and acquire complex skills. The key insight is to represent a skill or a task-solving procedure using programs that are structured in a formal domain-specific language (DSL). Specifically, Part II describes techniques that can infer programs from expert’s demonstrations (Chapter 2) and reward functions (Chapter 3). Then, Part III introduces two lines of work that aim to efficiently acquire a set of primitive skills: meta-reinforcement learning (Chapter 4 and Chapter 5) and learning from demonstrations (Chapter 6). Finally, Part IV presents how robots can learn to execute inferred programs (Chapter 7) and hierarchically compose a set of acquired primitive skills (Chapter 8). The novelty, feasibility, and potential impact of this proposed framework have been justified by a series of publications presented at top-tier computer science and machine learning conferences.

9.2 Future Directions

To further improve the proposed robot learning framework, I plan to continue researching in the following directions.
9.2.1 Program Inference

This dissertation introduces methods that are designed to infer programs for mimicking expert’s behaviors and for addressing reinforcement learning tasks. To develop more practical program inference frameworks, I plan to conduct research in the following directions.

**Synthesizing programs from real-world videos.** I aim to further leverage my experience in computer vision [121, 285, 286] to devise a more general program synthesis framework for synthesizing programs from more complex task specifications. This includes directions such as incorporating the scene understanding ability of computer vision models trained on large-scale datasets [58, 109, 147, 214], exploiting multimodal demonstrations (*e.g.* cooking instructional videos) that contain audio, captions or subtitles, manuals, etc.

**Leveraging language models for program synthesis.** Language models trained on large-scale datasets have achieved tremendous success in a wide range of natural language processing tasks [30, 62, 153, 339]. I believe developing and leveraging language models can significantly increase the scalability of program synthesis methods. Recently, encouraging results have been shown in leveraging language models for program synthesis in competitive programming [18, 44, 167]. In contrast, I aim to develop and leverage language models for programs that describe behaviors for agent learning.

**Learning programmatic priors.** The program inference works described in this dissertation rely on learning from randomly generated programs. Yet, it would be more effective to learn from goal-oriented behavioral programs, which allows for extracting meaningful programmatic behavioral priors.

**Developing differentiable program executors.** Existing program synthesis methods assume the availability of program executors that can execute program to produce execution results. In most cases, such an execution process is not differentiable, and therefore cannot be utilized as direct supervision (*i.e.* gradients) for learning. Developing differentiable program executors would allow learning models to be optimized based on execution results, which yield more accurate and direct supervision.
Building programmatic multi-agent learning systems. This dissertation shows encouraging results in single agent environment. I believe the advantage of the proposed framework, such as interpretability and generalization ability, can apply to multi-agent robot learning systems.

Programming from negative examples. Existing programming from examples methods [35, 46, 47, 63, 273, 287] are designed to learn from "positive" examples that demonstration inputs and outputs based on correct program execution. It would be interesting to explore how "negative" examples, that contain incorrect program execution results, can play a role in learning program inference.

9.2.2 Primitive Skill Acquisition

To efficiently acquire a set of primitive skills, this dissertation introduces meta-learning and learning from demonstration methods. I plan to continue research in meta-learning and directions that exploit the relationship among skills to further improve the learning efficiency.

9.2.3 Task Execution

The techniques proposed in this dissertation are mainly evaluated in simulated environments. Yet, to justify and improve the effectiveness of applying these techniques to real robots, I plan to work on the following directions.

Deploying proposed algorithms to real robots. I aim to investigate the advantage and the limitations of applying the proposed framework to real robot learning systems. Specifically, I plan to explore robot manipulation tasks such as object rearrangement and furniture assembly.

Researching sim-to-real techniques. I plan to research sim-to-real techniques [41, 126, 189, 227] that can translate the success achieved in simulation to real-world.
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